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1. Introduction
In RAN1#85 meeting, evaluation assumptions for new radio interface were discussed intensively [1]. For UL mMTC scenario, the following agreements for system level simulation parameters were achieved: 
Table 1.1 Agreements for system level simulation parameters for UL mMTC scenario

	Attributes 
	Values or assumptions 

	Layout
	Single layer
 - Macro layer: Hex. Grid

	Inter-BS distance
	1732m

	Carrier frequency
	700 MHz

	Simulation bandwidth
	Companies report simulation bandwidth used in evaluation

	Channel model
	3D UMa
Take 5GCM output into account if applicable.

	Tx power
	UE: Max 23dBm or optional 10dBm

	BS antenna configuration
	Rx: 2 and 4 ports (8 as optional)

	BS antenna pattern
	Follow the modeling of TR36.873

	BS antenna height
	25m

	BS antenna tilt
	Companies report tilt

	BS antenna element gain + connector loss
	8 dBi, including 3dB cable loss

	BS receiver noise figure
	5 dB

	UE antenna elements
	1Tx

	UE antenna height
	1.5m

	UE antenna gain
	-4dBi

	Traffic model
	Non-full buffer small packet. Consider future trend of mMTC traffic

	UE distribution
	20% of users are outdoor in cars (100km/h) or 20% of users are outdoors (3km/h)

80% of users are indoor (3km/h)
Users dropped uniformly in entire cell

	BS receiver
	MMSE-IRC as baseline, Advanced receiver is not precluded

	UL power control
	Companies report power control scheme

	Channel estimation
	Realistic


In this contribution, some remaining issues on system level simulation assumption for multiple access evaluation are further discussed, and the discussions are focused on mMTC scenario.
2. Discussion
2.1. Connection density requirement
According to [2], the target for connection density should be 1 000 000 devices/km2 in urban environment. Assuming a regular hexagonal network deployment with 1732 m inter-site distance, area of cell site sector is 0.866 km2, then the number of devices per cell site sector would be 866 000:
Number of devices per cell site sector = Area of cell site sector * connection density = 0.866 km2 * 1 000 000 device/km2 = 866 000.

To achieve the desired connection density and support such massive devices per cell site sector, multiple access schemes of high connection efficiency could be studied to support more devices per TRP per unit frequency resource.
Observation 1: Multiple access schemes of high connection efficiency could be studied to support more devices per TRP per unit frequency resource.

2.2. Traffic model
In order to evaluate the connection density, traffic model should be considered, which is still not defined in [2]. Here three options are discussed.
· Option 1: using the traffic model for NB-IoT as a baseline
In NB-IoT, capacity evaluation is done by running system level simulations with Mobile Autonomous Reporting (MAR) periodic traffic model and Network Command traffic model [3]. 

· The split of devices between MAR periodic and Network Command is MAR periodic (80%) and Network Command (20%).
· For MAR periodic traffic, application payload size is a Pareto distribution with shape parameter alpha = 2.5, and minimum application payload size = 20 bytes with a cut off of 200 bytes i.e. payloads higher than 200 bytes are assumed to be 200 bytes. Periodic inter-arrival time of the traffic is split to 1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%).

· For Network command traffic, the distribution of the periodic inter-arrival time is the same as for MAR periodic traffic. And it is assumed that 50% of such Network Commands will require the device to send an application layer UL response whilst the other 50% will not generate a response in system level simulations. The distribution of the application payload size of UL response is the same as that of MAR periodic traffic.

As for connection density evaluation for new radio access technology, one option is using the traffic model for NB-IoT as a baseline. Note that even though the traffic arrives periodically from each UE’s perspective, the starting time of different UEs varies, i.e., uniformly distributed over the simulation time which is often shorter than 30 minutes.
· Option 2: using a simple traffic model which is derived from the traffic model for NB-IoT
In order to reduce the complexity of connection density evaluation and analysis, a simple traffic model could be considered, which can be derived from the traffic model for NB-IoT, as discussed below.

Since MAR periodic traffic accounts for the main part in uplink transmission for NB-IoT, the traffic arrival rate could be modelled as [4]: 
Average arrival rate of traffic per device = 40%/86400 + 40%/7200 + 15%/3600 + 5%/1800 = 129.6*10-6 packet/s/device.
Then the average inter-arrival time of the traffic per device is:

Average inter-arrival time = 1/ 129.6*10-6 = 7716 s = 2.1433 hours.
So the average inter-arrival time of the traffic could be simplified to 2 hours approximately.
Further, as mentioned above, the application payload size of MAR periodic traffic in NB-IoT is a Pareto distribution with shape parameter alpha = 2.5, and is distributed in the range of 20~200 bytes. The distribution is shown in Fig.1, it could be seen that 90% of the application payload sizes are less than 50 bytes, and the mean value is a little more than 30 bytes. So for simplicity a compromising value of application payload size could be considered, e.g. 40 bytes.
Therefore, for connection density evaluation for new radio access technology, a simple traffic model with average inter-arrival time of 2 hours and application payload size of 40 bytes could be considered.
[image: image1.emf]0 10 20 30 40 50 60 70 80 90 100110120130140150160170180190200 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Application Payload Size (bytes)

CDF

 

 


Fig.1 Application payload size distribution of MAR periodic traffic

· Option 3: extending the traffic model in option 1 or option 2
Considering the future trend of mMTC traffic, some extended traffic model may need to be considered, which can be on the basis of the traffic model in option 1 or option 2 as described above.
Assuming the number of devices per cell site sector is 866 000, and taking the simple traffic model in option 2 as an example, the probability statistics for the number of arrival packets per TTI (transmission time interval = 4 ms)  for different average inter-arrival time are shown in Fig. 2, the simulation time is 200 seconds. 
From Fig. 2 we can see that more traffic would arrive and more devices would initiate transmission in the same time with the decreasing of average inter-arrival time.
An explosion of mMTC traffic with smaller inter-arrival time may not be excluded. In order to identify the schemes to support massive connections and future mMTC traffic, shorter average inter-arrival time could be also considered in the evaluation, e.g. 30 minutes.
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Fig.2 Probability for the number of arrival packets per TTI

Observation 2: In order to reduce the complexity of connection density evaluation and analysis, a simple traffic model could be considered.

Observation 3: In order to identify the schemes to support massive connections and future mMTC traffic, smaller average inter-arrival time could be also considered in the evaluation.
Proposal 1: For connection density evaluation, a simple traffic model with average inter-arrival time of 2 hours and application payload size of 40 bytes could be considered.
Proposal 2: Shorter average inter-arrival time e.g. 30 minutes could be also considered in the connection density evaluation.
2.3. Transmission latency
Besides the traffic model, the transmission latency which is the time between a packet arriving from application layer and the packet transmitted successfully needs to be defined. A device could retransmit the packet if the packet is not transmitted successfully last time and the transmission latency is not exceeded. 

The transmission latency of 10 seconds may be appropriate, which is the same as in NB-IoT [3]. However, considering future mMTC traffic, certain applications with small packet may require a stricter delay profile, thus shorter transmission latency could be also considered in the evaluation.
Proposal 3: The transmission latency of 10 seconds may be appropriate. Shorter transmission latency could be also considered in the evaluation.
2.4. Simulation bandwidth
According to the agreement for system level simulation parameters for UL mMTC scenario, simulation bandwidth used in the evaluation can be reported by companies [1].
In our view, to reduce the simulation complexity, the bandwidth could be further divided to multiple subbands, for example, 180 kHz or 720 kHz per subband. A subband could be used as a unit frequency resource, and connection density evaluation could be only carried out on a single subband.
Proposal 4: A unit frequency resource could be defined for connection density evaluation to reduce the simulation complexity.
2.5. Link to system mapping
Link to system mapping is a key aspect for system level simulation, especially for non-orthogonal multiple access schemes and advanced iterative receivers, which are quite different from traditional schemes. The impact of various factors should be considered and investigated carefully, including interference between non-orthogonal multiplexed users, user collision in grant-free transmission, channel estimation, blind detection and/or iterative detection, etc. That should be based on sufficient link level simulations.

Observation 4: The impact of various factors should be considered and investigated carefully for link to system mapping, including interference between non-orthogonal multiplexed users, user collision in grant-free transmission, channel estimation, blind detection and/or iterative detection, etc.
Proposal 5: Link to system mapping should be based on sufficient link level simulations.
2.6. Channel model and large scale fading
For system level simulation parameters for UL mMTC scenario, the channel model of 3D UMa is agreed, and 5G channel model can be taken into account if applicable [1].
Since 80% users are indoor, penetration loss model should be considered, which is not mentioned now. In our view, the building penetration loss model in NB-IoT may be reusable. However, considering the coupling loss requirement, if 5G channel model is used in the future, the penetration loss model may need to be investigated further.
Observation 5: Penetration loss model in NB-IoT may be reusable. It needs to be investigated further if 5G channel model is used.
2.7. Control overhead assumptions
Currently there are various multiple access schemes, which can be categorized to grant-based schemes, grant-less based schemes and grant-free based schemes.
For massive connection scenario, control procedure and overhead may have a large impact on system capacity, which should not be ignored. Therefore, for grant based schemes, dynamic grant process and overhead should be considered and modeled, and for grant-less based schemes, e.g. semi-persistent scheduling (SPS) schemes, the grant process and overhead at the beginning of each packet transmission should be also considered.
If random access procedure is needed for each transmission, the impact of the number of random access attempts and the overhead of random access channel should be considered, which can be reported by companies.

Proposal 6: The impact of random access procedure and grant procedure should be considered for connection density evaluation, companies are encouraged to report the models and overheads.
3. Conclusions

In this contribution, some remaining issues on system level simulation assumption for multiple access evaluation are further discussed, and the discussions are focused on mMTC scenario. We make the following observations and proposals:
Observation 1: Multiple access schemes of high connection efficiency could be studied to support more devices per TRP per unit frequency resource.

Observation 2: In order to reduce the complexity of connection density evaluation and analysis, a simple traffic model could be considered.

Observation 3: In order to identify the schemes to support massive connections and future mMTC traffic, smaller average inter-arrival time could be also considered in the evaluation.
Observation 4: The impact of various factors should be considered and investigated carefully for link to system mapping, including interference between non-orthogonal multiplexed users, user collision in grant-free transmission, channel estimation, blind detection and/or iterative detection, etc.
Observation 5: Penetration loss model in NB-IoT may be reusable. It needs to be investigated further if 5G channel model is used.
Proposal 1: For connection density evaluation, a simple traffic model with average inter-arrival time of 2 hours and application payload size of 40 bytes could be considered.
Proposal 2: Shorter average inter-arrival time e.g. 30 minutes could be also considered in the connection density evaluation.
Proposal 3: The transmission latency of 10 seconds may be appropriate. Shorter transmission latency could be also considered in the evaluation.
Proposal 4: A unit frequency resource could be defined for connection density evaluation to reduce the simulation complexity.
Proposal 5: Link to system mapping should be based on sufficient link level simulations.
Proposal 6: The impact of random access procedure and grant procedure should be considered for connection density evaluation, companies are encouraged to report the models and overheads.
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