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1 Introduction
Recently, network energy efficiency has been regarded as one of the key capabilities of new radio (NR) system. For example, in [1], it is stated that energy efficiency of the networks is a key factor to minimize the TCO, along with the environmental footprint of networks. And it is a central design principle of NR. Similarly in ITU-R [2], it is required that the energy consumption for the NR system should not be greater than IMT network deployed today, while delivering the enhanced capabilities, which means that the network energy efficiency should therefore be improved by a factor at least as great as envisaged traffic capacity increase of NR related to IMT-Advanced for enhanced mobile broadband. In the NR requirement study item in 3GPP, network energy efficiency is also identified as one of the key performance indicators (KPIs) [3]. It is expected that the NR network should provide a much better area traffic capacity while at the same time, be able to minimize the RAN energy consumption.
Therefore, in this paper, we try to analyze the system design principles to support energy efficient NR network, and the related power consumption model and evaluation methodologies.

2 System design principles

From the system’s perspective, network energy efficiency should be improved with solutions in multiple domains jointly. And in this section, we try to analyze the principles to design the solutions in different resource domain, e.g., time/frequency/space/power, and give guidance on the overall system design.
2.1 Time domain
In the time domain, we should use power only when it is needed. Turning on/off different components in network equipments in different time durations is expected to be able to harvest obvious energy saving gain. Here, components include different hardware equipments (e.g., PA) and their combinations (e.g., RU or even the whole base station). For different components, the on/off duration may be quite different. For example, PA can turn on and off at time-slot or even symbol level [4], while for BBU maybe short term on/off switching is not feasible. In order to maximize the energy saving gain in time domain, we should consider how to match the radio resource utilization with the traffic requirement. In legacy system, the data channel is designed to match the traffic fluctuation with dynamic scheduling, but the common signals including control channel are designed to achieve robustness and higher reliability, which in most cases is traffic independent.

Therefore, even when the traffic requirement is very low, the system common signal still continuously transmitting, leading to high energy wasting. Therefore, it is rather reasonable to redesign the common signal to make it configurable and service adaptive to match the traffic requirement and control overhead especially in the time domain. For example, the reference signals used for demodulating a physical channel are contained only within the same time/frequency resource occupied by that physical channel, and are transmitted only when that physical channel is present. This includes acquiring fine synchronization from the TRP that transmits the physical channel. UE minimum performance requirements should be specified based on this principle. This applies to common signals/channels as well as to UE-specific signals/channels.
Proposal 1: common signals (e.g., control channel, reference signal) design to match the traffic load should be studied to support energy efficient NR.
2.2 Frequency domain
In the frequency domain, we should use power only when wide bandwidth is available. From Shannon Law we can see that wider bandwidth leads to higher link EE performance [5], and then we can derive that burst on the wide bandwidth with aligned time duration is preferred. Since the power consumption of base station is not linear to the used bandwidth, while the capacity will almost linearly grow as the bandwidth increases especially in interference-limited environment (e.g., dense urban), thus higher EE performance is expected if we can use more bandwidth at the same time. Similarly, we can see that bandwidth sharing is also beneficial, e.g., aggregating licensed and unlicensed spectrum. The principle behind this wideband transmission is that we should utilize bandwidth and power opportunistically (burst on demand) because only in this way we can finish the burst transmission in less TTIs, and then the base station has more chance to work in low power or even in idle status. Note that even with the same load level (e.g., measured with resource utilization ratio), burst transmission localized with short time duration (on wider bandwidth) could have less power consumption than that with long time duration (on limited bandwidth), as some components in base station would consume power all the time if not being turned off. As long as wide bandwidth can be aggregated to for a single transmission burst, new control channel and link adaptation mechanism may be needed.
Proposal 2: for energy efficiency, the design should prioritize frequency domain transmission of transport blocks rather than longer TTIs (at least when deep coverage is not required).
2.3 Space domain
In the space domain, we should use power only where it is needed. It is expected that if the energy distribution can be controlled, then it is possible to achieve higher network energy efficiency performance because most of the energy can be used to serve the necessary traffic and less energy will be wasted. Using multiple antennas to generate directional beam and then put the energy to the useful users is such a kind of technology. Basically, array gain can be used to reduce the required transmit power, however, if the number of RF chains grows obviously in order to support more spatial data streams, then it may lead to even higher overall power consumption of the base station. Therefore, advanced beamforming should be studied to achieve the balance between performance and energy consumption.
There is a trade-off between energy consumption and capacity increase as the number of antenna elements at the base station increases given a maximum number of antennas at the receiver. It may not always be beneficial to go to higher numbers of antenna elements at the base station once energy consumption is taken into account [6]. However, the use of state-of-the-art hybrid beamforming [7] and meta-material focal array technology [8] can allow increasing beamforming gain with better energy efficiency. In hybrid beamforming, base station can control whether to maximize the directivity of beam or to maximize the number of simultaneous data streams, thus the tradeoff between energy consumption and capacity improvement is achieved. In meta-material focal array technology, different predefined analog beam signatures are formed and digital circuits are used to control which beams are selected to transmit data. Hence, the maximum number of antenna ports and the predefined set of analog beam signatures for RF chains need to be specified to achieve high energy efficiency performance. 
Proposal 3: advanced beamforming should be studied to support energy efficient NR, and increasing the number of antenna elements should be considered along with the energy consumption and state of the art antenna and RF technologies.
2.4 Power domain
In the power domain, we should use power only from high energy efficient radio point. Since different kinds of base stations have quite different power consumption behaviors, it is recommended to utilize the power taking the impact of base station power consumption behavior into consideration. For example, small cell has quite lower power consumption than that of macro cell, while for the user plane the small cell can support higher data rate than macro cell especially in the hot spot scenarios, thus it is expected that if more users are served by small cell then higher network EE can be achieved. Compared with small cell, macro cell can support wider coverage, which shows obvious advantage in mobility management and overall radio resource allocation. Therefore, one possible EE based solution is to transmit signals/channels targeting wide coverage from a few base stations (e.g., macro cells) while transmit signals/channels targeting large throughput but shorter coverage from the small cells. In this way, macro cell will consume less power as more traffic load is offloaded to small cell, while for small cell the power consumption increase is marginal due to its very low power consumption.
Proposal 4: the system should be designed to optimize traffic offloading for saving energy.
3 Evaluation methodology of network energy efficiency
3.1 Revisit the KPI of network energy efficiency 
The first step to perform evaluation of a certain technical solution is to define the related KPIs. In terms of network energy efficiency, there are several definitions proposed by different organizations. The specific definitions are summarized in the following table.

Table 1 KPI definitions of network energy efficiency.
	Index
	Definition
	Source

	1
	On the network side, energy efficiency refers to the quantity of information bits transmitted to/ received from users,  per unit of energy consumption of the radio access network (RAN) (in bit/Joule).
	ITU-R [2]

	2
	The capability is to minimize the RAN energy consumption while providing a much better area traffic capacity.
	3GPP [3]

	3
	Mobile network data energy efficiency is the ratio between the performance indicator and the energy consumption when assessed during the same time frame (in bit/J).
	ETSI [9]

	4
	Energy efficiency is defined as the number of bits that can be transmitted per Joule of energy.
	NGMN [1]


From the table we can see that almost all the definitions can be regarded as a kind of performance-cost ratio. Therefore, in order to evaluate the performance of network energy efficiency, it is expected that a framework to connect the performance and cost together is needed.

3.2 Evaluation framework of network energy efficiency 
Based on the definitions of network energy efficiency, we can see that the key issue to evaluate network energy efficiency performance is to model the cost of network in terms of power consumption, and at the same time to measure the system’s performance in terms of multiple KPIs, e.g., capacity, coverage, etc. In this way, we can get the network energy efficiency performance in metrics derived from performance-cost ratio. Therefore, a straight forward method to evaluate the network energy efficiency is to build the cost model in the existing performance evaluation framework, which can be vividly shown in the figure below.

[image: image1.png]PPOY 1aM0g

Wircless Channel

——> Radiated power 3 Consumed power ———> Performance stistes = Traffic flow




Figure 1 Illustration of evaluation methodology of network energy efficiency.
From Figure1 we can see that in total five components are included in the framework, i.e., BS, UE, deployment model, channel model and performance metric model. Note that in either BS or UE component, there are several sub-components such as different protocol layers and even the power models. The mentioned protocol layers are connected together with black lines to denote the traffic flow between each layer and also between BS and UE. The arrow in line indeed shows that traffic flow direction, e.g., the typical communication links including both downlink and uplink between BS and UE. Note that in current figure only a BS-UE peer is shown as an example, but it can be extended to multiple BS-UE links easily. Another component is deployment model, which is used to describe the deployment environment and solutions, including ISD, site type, antenna configuration, bandwidth and carrier frequency, etc. In order to evaluate the energy efficiency of the network, we should at first introduce the power model to evaluate the power consumption behavior of the network. Typically, the power model has interface with other components, e.g., protocol layers, deployment model and performance metric models. On one hand, the power consumption information provided by the power model can be used for protocol design and optimization, and also to be regarded as the cost performance in the metric models. On the other hand, the protocol layer can provide the network status information such as the load level and the transmit power information to the power model as input. The deployment model builds a bridge between the power consumption of a single BS and that of a whole network. 
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Figure 2 Illustration of deployment scenario and load dependent network performance.

As shown in Figure2, the whole network’s traffic supported can be divided into different deployment scenarios and also in the same time into different traffic load levels. Since our target is to evaluate the total network energy efficiency, one feasible solution is to evaluate the network energy efficiency in different deployments scenarios respectively and then accumulate them together to get the overall network performance. Generally, it can be regarded as sampling the network status in time and space domain, and then constructing the total network performance with multiple sampled results. To be specific, we can evaluate the network’s traffic performance in different deployment scenarios, e.g., in indoor hotspot, dense urban, urban macro, and rural macro. In each deployment scenario, we can further consider different traffic load levels, for example, in dense urban scenario, we can consider three load levels, i.e., low, medium and high, and then collect the traffic performance and power consumption performance, respectively. With the collected results, we can firstly compare different technical solutions under a certain load level in a certain deployment scenario, thus we can identify suitable technical candidates for different network states. Furthermore, we can jointly get the overall network energy efficiency performance by taking the contributions of different deployment scenarios into account, thus we can get the improvement of 5G system in terms of network energy efficiency.

Proposal 5: network energy efficiency should be evaluated with practical base station power consumption model in specific deployment scenario with different traffic load levels.
3.3 Power consumption model of base station 
In order to quantify network energy performance, proposed 5G network power consumption model should consider following aspects [10]:

· Power consumption behaviour of various deployments. 

The impact of key radio components (e.g., carriers, antenna ports), key radio utilization variables (e.g., bandwidth load level, power load level), and different network architectures (e.g., site types, centralized/distributed processing units). 

· Parameterization capability and flexibility. 

In 5G system, deployment solution, site types, network architectures could be highly dependent on the specific scenario, performance requirements and technical solutions. Therefore, the power consumption model should be highly parameterized in order to describe the network’s power consumption behaviour flexibly.

Hence, introduction of a simple and highly flexible power consumption model is proposed to describe the actual power consumption behavior of the whole network under different deployment solutions and network status.
[image: image3.png]sleep





Figure 3 Illustration of power consumption behavior of a BS.

As shown in Figure 3, a BS’s instantaneous power consumption is basically proportional to the bandwidth load level 
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. As the bandwidth load level grows, the overall power consumption of BS increases accordingly. 
 is the maximum radio unit output power, while 
 is the power consumption at the minimum non-zero output power due to load independent operation. Furthermore, base station can switch off some components when the load is very low, thus the overall power consumption will further decrease to 
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, which denotes BS power consumption in a sleep mode. Note that the actual power consumption of the BS is not only dependent to the bandwidth load level, but also tightly connected with the power load level, or equivalently, to the power spectrum density ratio 
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, which is defined as the ratio of the actual power spectrum density to the one with maximum transmit power averaged on the whole bandwidth.
In this subsection, we propose a general power model of BS where the above major factors are together taken into consideration, and furthermore we also consider the impact the network running status (e.g., the load level of base station). It is worth noting that here the load of base stations is described in two dimensions, i.e., bandwidth and power as shown in the figure below.
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Figure 4 Illustration of base station load levels.

Therefore, we use 
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 to denote bandwidth load level and power load level, respectively. Assuming that the base station has bandwidth 
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 Hz on a certain component carrier, and the maximal transmit power on the same component carrier is 
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. Furthermore, we can also define the ratio of power spectrum density as 
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, then the actual transmit power can be denoted as 
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 as the power spectrum density can be adjusted as the used bandwidth varies. It is interesting to find that if the ratio of power spectrum density is 1, bandwidth load level is equivalent to power load level as the spectrum density is identical. The reason we define two kinds of load levels is that they have quite different impacts on the overall power consumption of the base station, which will be illustrated later. 
According to Figure 3, the overall power consumption behaviour of network is denoted as
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where
  is the number of sectors in the BS, 
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 is the slope of the load dependent power consumption largely determined by the radio unit efficiency, 
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 is baseband related power consumption. The related parameters mentioned above and examples from real equipment are listed in Table 2.
Table 2 Key parameters of BS power consumption model.

	Name
	Unit
	Macro (2010)
	Micro (2010)
	Pico (2010)
	Macro (2020)
	Micro (2020)
	Pico (2020)
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	W
	46.0 
	38.0 
	21.0 
	46.0 
	38.0 
	21.0 
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	W
	185.5 
	96.8 
	23.5 
	44.7 
	20.8 
	3.2 
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	a.u. (ratio)
	5.6 
	2.5 
	3.3 
	3.5 
	1.8 
	2.2 
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	W
	20.6 
	13.1 
	2.5 
	2.2 
	1.4 
	0.3 
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	W
	141.2 
	77.1 
	18.3 
	27.1 
	14.2 
	2.2 


Proposal 6: consider the proposed power model for network energy efficiency evaluation.
4 Conclusions
In this contribution, we discuss the system design principles to support energy efficient NR system, and the following proposals are drawn. 
Proposal 1: common signals (e.g., control channel, reference signal) design to match the traffic load should be studied to support energy efficient NR.
Proposal 2: for energy efficiency, the design should prioritize frequency domain transmission of transport blocks rather than longer TTIs (at least when deep coverage is not required).

Proposal 3: advanced beamforming should be studied to support energy efficient NR, and increasing the number of antenna elements should be considered along with the energy consumption and state of the art antenna and RF technologies.
Proposal 4: the system should be designed to optimize traffic offloading for saving energy.
Proposal 5: network energy efficiency should be evaluated with practical base station power consumption model in specific deployment scenario with different traffic load levels.
Proposal 6: consider the proposed power model for network energy efficiency evaluation.
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