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Introduction
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]In this contribution, we evaluate following points related to NB-PUSCH.
- Data mapping
- Repetition
- Cross subframe channel estimation including the effect of frequency offset
We also provide our view on above points related to NB-PUSCH.
NB-IoT PUSCH evaluations
Data mapping
NB-PUSCH transmissions with single-tone transmission are evaluated in the condition of TU, EPA, fD = 1 Hz, and 20 Hz residual frequency offset. The further detailed parameters are listed in the Appendix A. Figure 1 compares fixed number X’ of reference resource unit size (defined in [1]) and variable reference resource unit size according to TB size. Legacy LTE DMRS position in 1 ms boundary (i.e., DMRS is located at 3rd and 10th symbols) is assumed and cross subframe channel estimation with 8 subframes is used.
When the fixed number X’ of reference resource unit size is used, larger TBS means the coding rate becomes higher. There is significant performance degradation because of the unequal ratio of systematic/parity bits transmission. Therefore, until coding rate is up to around 1/3, to increase the resource unit size according to the TB size is important.
Observation 1: Until coding rate is up to around 1/3, to increase the resource unit size according to the TB size is necessary to obtain better performance.
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Fig. 1	Impact of TBS and reference resource unit size

In order to achieve coverage improvement, coding rate lower than 1/3 or repetition is required. For realizing the coding rate lower than 1/3 or repetition, following two options are discussed in [1]. 
· Option 1: 1 step approach. Turbo coding and rate matching processes directly generate the required number of bits. If reference resource unit size is defined in this option, the reference resource unit size scales according to the coding rate or total number of resource units to be used.
· Option 2: 2 step approach. Turbo coding and rate matching processes generate the bits corresponding the reference resource unit size, which scales according to TB size and would be the order of up to 1/3 coding rate. Then, additional repetition process is applied by repeating the output bits corresponding to the reference resource unit.
Figure 2 plots the NB-PUSCH with single-tone transmission when TB size is 56 bits. Coding rate lower than 1/3 or repetition is realized by above two options are they are compared. TU, EPA, fD = 1 Hz, and 20 Hz residual frequency offset are assumed in this evaluation. The further detailed parameters are listed in the Appendix A. Legacy LTE DMRS position in 1 ms boundary (i.e., DMRS is located at 3rd and 10th symbols) is assumed and cross subframe channel estimation with 8 subframes is used.
It can be seen from Fig. 2 that almost the same performance can be achieved by Option 1 and 2 in the coding rate < 1/3.
Observation 2: Almost the same performance can be achieved by Option 1 and 2 in the coding rate < 1/3.
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Fig. 2	Impact of TBS and reference resource unit size

Repetition
Assuming Option 2 above as the data mapping method, repetition is realized by following three options as discussed in [1].
· Option 2-1: Reference resource unit level (the length corresponding to up to 1/3 coding rate order) repetition (Fig. 1(a))
· Option 2-2: Subframe level (=1 ms level) repetition (Fig. 1(b))
· Option 2-3: Symbol level (= 1 SC-FDMA symbol) repetition (Fig. 1(c))
We had compared Option 2-1 and Option 2-2 in [2] and showed that Option 2-2 can improve the BLER performance of single-tone transmission with repetition due to the usability of symbol level combining. Then, in this document, we evaluate Option 2-2 and Option 2-3. Figure 3 plots the BLER performance of NB-PUSCH with single-tone transmission in the condition of 20 Hz residual frequency offset and shows the performance comparison between Option 2-2 and Option 2-3 when the number of repetition is 8. For Option 2-3, both data symbols and DMRS are repeated 8 symbols and DMRS repetition is located at the beginning of subframe #0, #4, #8, … (i.e., every 4 ms) as shown in Fig. 4. For Option 2-2, symbol level combining is performed across 8 subframes. For Option 2-3, symbol level combining is performed across 8 symbols.
It can be seen from Fig. 3 that almost the same performance can be achieved by Option 2-2 and 2-3 in the condition of 20Hz residual frequency offset as the impact of frequency offset could be negligible within the symbol level combining period for both repetition method.
Observation 3: Assuming small residual frequency offset like 20 Hz, almost the same performance can be achieved by Option 2-2 and 2-3.
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Fig. 3 BLER performance of NB-PUSCH repetition (8 repetitions), 20Hz residual frequency offset
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Fig. 4 Repetition with Option 2-2 and Option 2-3 (8 repetitions)

Figures 5 plots the BLER performance of NB-PUSCH with single-tone transmission in the condition of 100 Hz frequency offset and shows the performance comparison between Option 2-2 and Option 2-3 when the number of repetition is 8. For Option 2-3, two methods are evaluated. One is the symbol level repetition for both data and DMRS as shown in Fig.4. The other is symbol level repetition only for DMRS as shown in Fig. 6. The mapping order of data symbols is the same as subframe level repetition. For the location of DMRS repetition, two cases are evaluated: (1) at the beginning of subframe #0, #4, #8, … and (2) at the beginning of subframe #2, #6, #10, …. 
It can be seen from Fig. 5(a) that in the 100 Hz frequency offset case, the BLER performance of Option 2-3 significantly degrades. The reason of this degradation would be the difference of the phase rotation for the channel estimate and the data symbols. Even if the DMRS location is shifted in order to obtain the average value of phase rotation, the performance is not improved.
On the other hand, when only DMRS is symbol level repeated and data is mapped as the same order as the subframe level repetition, the impact of the difference of the phase rotation for the channel estimate can be mitigated as shown in Fig. 5(b).
Based on this evaluation, in large frequency offset like 100 Hz, symbol level repetition does not work. Some frequency offset estimation and compensation techniques at the receiver would be necessary. The similar situation may happen in 3.75 kHz sub-carrier spacing or to repeat the same symbol over 0.5ms.
Observation 4: Assuming large frequency offset like 100 Hz, symbol level repetition does not work.
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(a) Symbol level repetition for both DMRS and data symbols             (b) Symbol level repetition only for DMRS
Fig. 5 BLER performance of NB-PUSCH repetition (8 repetitions), 100Hz frequency offset
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Fig. 6 Symbol level repetition only for DMRS

Cross subframe channel estimation including the effect of frequency offset
Figures 7 and 8 show the impact of cross subframe channel estimation including the effect of frequency offset (20 Hz and 100Hz). For the number of repetition is more than 1, Option 2-2 above is used. 
It can be seen from Fig.7 that combing DMRS over 4 or 8 subframes provides significantly better performance in the condition of small residual frequency offset like 20 Hz. For no repetition case, the performance gap between ideal channel estimation is about 1 dB. In the case of repetition, similar to no repetition case, combining DMRS over 8 subframes provides the best performance. When DMRS over more than 8 subframes are combined (M=16 and 32), the performance degrades due to the effect of frequency offset. The performance gap between ideal channel estimation becomes larger as the required SNR is lower, where the enhanced and extreme coverage UE is operated.
It can be seen from Fig.7 that assuming larger frequency offset like 100 Hz, combining DMRS provides less performance improvement. For no repetition case, combining DMRS over 2 subframes provides the best performance. In the case of repetition, combining DMRS over 4 subframes provides the best performance while the gap from the ideal channel estimation is bigger than that for 20 Hz frequency offset case.
Observation 5: Assuming small residual frequency offset like 20 Hz, combing DMRS over 4 or 8 subframes provides significant gain.
Observation 6: Assuming large frequency offset like 100 Hz, combining DMRS provides less performance improvement.
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(a) Number of repetition = 1                                       (b) Number of repetition = 4
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(c) Number of repetition = 8                                       (d) Number of repetition = 16
Fig. 7 Impact of cross subframe channel estimation length (20 Hz residual frequency offset)
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(a) Number of repetition = 1                                       (b) Number of repetition = 4
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(c) Number of repetition = 8                                       (d) Number of repetition = 16
Fig. 8 Impact of cross subframe channel estimation length (100 Hz residual frequency offset)

Conclusion
In this contribution, we provided some simulation results on NB-PUSCH. Based on the evaluation results, we summarize our views through the following observations.
Observation 1: Until coding rate is up to around 1/3, to increase the resource unit size according to the TB size provides better performance.
Observation 2: Almost the same performance can be achieved by Option 1 and 2 in the coding rate < 1/3.
Observation 3: Assuming small residual frequency offset like 20 Hz, almost the same performance can be achieved by Option 2-2 and 2-3.
Observation 4: Assuming large frequency offset like 100 Hz, symbol level repetition does not work.
Observation 5: Assuming small residual frequency offset like 20 Hz, combing DMRS over 4 or 8 subframes provides significant gain.
Observation 6: Assuming large frequency offset like 100 Hz, combining DMRS provides less performance improvement.
We discussed NB-PUSCH design in [1] by taking above observation into account.
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Appendix A: Simulation parameters
	Parameters
	Value

	Frame format (resource unit size)
	Single-tone (8 ms)

	Subcarrier spacing
	15 kHz

	Channel coding
	Turbo

	Modulation scheme
	QPSK

	TBS
	56, 128, 256 bits

	CRC
	24 bits

	Number of antennas
	1×2 with low correlation

	Carrier frequency
	900 MHz

	Channel model
	TU (Doppler frequency, fD=1Hz)

	Timing error
	Ideal

	Residual frequency offset
	20Hz, 100 Hz

	Channel estimation
	Ideal, Realistic

	Equalization
	MMSE-FDE
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