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1 Introduction

In RAN#67, the study item on latency reduction was approved [1] with having the objective as
· Study enhancements to the E-UTRAN radio system in order to: 

· Significantly reduce the packet data latency over the LTE Uu air interface for an active UE

· Significantly reduce the packet data transport round trip latency for UEs that have been inactive for a longer period (in connected state).  

RAN2 has discussed L2 aspects in order to reduce the latency with evaluation results [2]. The following areas are to be studied in RAN1 in this SI:
· Assess specification impact and study feasibility and performance of TTI lengths between 0.5ms and one OFDM symbol, taking into account impact on reference signals and physical layer control signaling 

· backwards compatibility shall be preserved (thus allowing normal operation of pre-Rel 13 UEs on the same carrier).

In this contribution, we discuss the factors enabling latency reduction when TTI shortening is applied. 
2 Factors of latency performance gain by TTI shortening

In this study item, FTP and TCP applications are mainly considered [2]. For this scenario, Figure 1
shows the overall procedure of DL file transmission. 
[image: image1.png]App server

TCP segments

_
|
;
;
;
;
;
;
;
;
;
;
;
;
;
;
;
= “
;
0} |
0 |
| I E— d_
o m
;
;
;
;
;
;
;
= “
;
O e 4
1%} ;
;
o ;
= ;
© 1
hel 1
:
;
T “
= [
= 2E !
5 33
£ 52 !
T 02 |
m A D>a
o -
© Z €
° & < s [E
- O o> /©
= @ g D
[a] 14 /3
© a < 2/ a
wl e e
=)

UE HL

delay

TCP ACK
TCP segments

1
'
|
'
—
'
'
'
'
'
1
'
!
h
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'

data

(TCP ACK)
PDSCH




Figure 1: Modeling of delays due to core network delay, HARQ RTT, SR/grant and TCP ACK delay for DL transmission

During this study in RAN2, it is shown that latency reduction gain can be obtained by TTI shortening [2]. However, it can be seen that the latency reduction gain is obtained not only by TTI shortening itself, but also by reducing HARQ RTT and UL access delay. As you can see in Figure 1, HARQ RTT, UL access delay and CN delay can have significant impact on latency in transmission of a file using TCP. One reason of latency reduction when TTI shortening is applied is that HARQ RTT and UL access delay are assumed to be proportional to the TTI length [2], [3]. Here, HARQ RTT and UL access delay for short TTI transmission can be determined by considering the eNB and UE processing time. Furthermore, since TCP and FTP model is considered, the file size, resource utilization, core network delay can also influence the latency reduction performance. 

As discussed in RAN2 [2], the gain for TTI shortening comes from TCP slow start phase because TCP ACK can be sent to the application server much faster than normal TTI. In TCP slow start phase, once a TCP ACK corresponding to a segment, two segments can be transmitted from the application server to the eNB. This makes the TCP congestion window size increase exponentially during TCP slow start phase. Therefore, if TCP ACK comes faster to the application server, then the buffer at the eNB gets more bits available to transmit to the UE. 
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Figure 2: Increasing window size for various file size

Figure 2 shows the changes of TCP congestion window size for various file size. Generally, to control the network congestion in data transmission through TCP, the algorithms named slow start and congestion avoidance are used. The congestion window, which is the size of data that the application server transmits to the eNB at a time, increases exponentially during TCP slow start phase while it increases linearly during TCP congestion avoidance phase. A configurable value called slow start threshold (ssthresh) is used to differentiate between TCP slow start phase and congestion avoidance. It can be seen in Figure 2 that the congestion window size increases exponentially during TCP slow start phase, i.e., when the congestion window size is less than the value of ssthresh. 


On the other hand, after TCP slow start phase, the congestion window size increases linearly. In the region of congestion avoidance, i.e., after TCP slow start phase, there is no gain from TTI shortening. This is because the congestion window size is already large enough compared to TBS that the eNB transmits to the normal-TTI and short-TTI UEs at a time. This means that, when the eNB buffer has enough data to be transmitted, HARQ RTT and UL access delay rarely affect the latency performance. 


Nevertheless, a lot of latency reduction gain can be obtained by TTI shortening during TCP slow start phase. This is because during TCP slow start phase, if TCP ACK is sent to the application server faster, then the application server can send more data to the eNB. So, for a smaller file size, latency reduction gain becomes bigger since the portion of TCP slow start increases for the smaller sized file. Here, in order to have TCP ACK sent to the application server faster, HARQ RTT and UL access delay should be reduced. Therefore, the key factor of latency reduction is how much small HARQ RTT and UL access delay are feasible for a given TTI length.
Observation 1: TCP congestion window size increases exponentially during TCP slow start phase.

Observation 2: In the region of TCP congestion avoidance, there is no gain from TTI shortening because TCP congestion window size is already large enough.
Observation 3: During TCP slow start phase, if TCP ACK is sent to the application server faster, then the application server can send more data to the eNB.
Observation 4: HARQ RTT, UL access delay and core network delay determine how fast TCP ACK are transmitted to the application server. 
Observation 5: HARQ RTT and UL access delay for short TTI transmission can be determined by the eNB and UE processing time.  
3 Processing time of eNB and UE 

To reduce HARQ RTT and UL access delay, processing time of eNB and UE needs to be shortened for DL and UL transmission. Since the processing time may vary a lot depending on each company’s implementation, in this section, we briefly study the processing time of the eNB and UE. 

So far, the HARQ RTT reduced proportionally to the TTI length is basically considered in the evaluation during this study item [2], i.e., for instance, 1-symbol TTI has 8 OFDM symbols for HARQ RTT while subframe TTI has 8 ms for HARQ RTT. In Figure 3, time consumption of eNB and UE procedure is illustrated for DL transmission. In the UE side, Turbo decoding is the most time-consuming part after PDSCH reception, where the required time for Turbo decoding is proportional to the length of the codeword. The DL control channel can be classified in either PDCCH-type or EPDCCH-type in that PDCCH-type uses TDM for control and data while EPDCCH-type uses FDM. Since PDCCH-type is considered in Figure 3, the decoding for DL control channel can begin before the end of the corresponding TTI. In the eNB side, after receiving PUCCH (or PUSCH) having HARQ ACK/NACK information, the eNB performs several steps shown in Figure 3. Like Turbo decoding, Turbo encoding for PDSCH may also take time proportionally to the length of the codeword. 

However, there are other parts in UE and eNB processing that requires time not depending on the TTI length unlike Turbo encoding and decoding. Therefore, it seems not feasible to have 8 TTIs as HARQ RTT for a very short TTI, for example, 1-symbol TTI. So, RAN1 needs to study the feasibility of HARQ RTT for each short TTI and needs to evaluate the performance with the HARQ RTT for given TTI length.
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Figure 3: Time consumption of each eNB and UE step in DL transmission
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Figure 4: Time consumption of each UE and eNB step in UL transmission

Figure 4 illustrates time consumption of eNB and UE procedure for UL transmission. Similar to DL transmission, Turbo decoding is the main processing part for the eNB, which is linearly proportional to the length of the codeword. In the UE side, the DL control information for UL scheduling can be transmitted by using either PDCCH-type or EPDCCH-type. For the UE to meet the required processing time, a faster decoder for DL control channel is needed for EPDCCH-type.
Observation 7: EPDCCH-type control channel consumes more processing time than PDCCH-type control channel.

Observation 8: RAN1 needs to study the feasibility of HARQ RTT for each short TTI and needs to evaluate the performance with the HARQ RTT for given TTI length.
4 Conclusions
In this contribution, we discussed the factors of latency performance gain and the processing time of the eNB and UE, where our observations can be summarized as below.

Observation 1: TCP congestion window size increases exponentially during TCP slow start phase.
Observation 2: In the region of TCP congestion avoidance, there is no gain from TTI shortening because TCP congestion window size is already large enough.
Observation 3: During TCP slow start phase, if TCP ACK is sent to the application server faster, then the application server can send more data to the eNB.
Observation 4: HARQ RTT, UL access delay and core network delay determine how fast TCP ACK are transmitted to the application server.
Observation 5: HARQ RTT and UL access delay for short TTI transmission can be determined by the eNB and UE processing time.
Observation 7: EPDCCH-type control channel consumes more processing time than PDCCH-type control channel.
Observation 8: RAN1 needs to study the feasibility of HARQ RTT for each short TTI and needs to evaluate the performance with the HARQ RTT for given TTI length.
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