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1
Introduction

During the previous RAN1 meeting MUST system level simulations have been part of the discussion. One of the main discussion topics has been the system stability at very high loads, when resource utilization is higher than 60%. The following agreement was captured.
· For MUST system-level simulation results with at least for RU > 60% to be captured in TR 36.859

· Implement packet dropping in MUST system simulations, according to the method in TR 36.814 with the following additional assumption

· T_drop = 1.6 seconds for 100KByte packet size

· Companies are encouraged to provide system-level simulation results with the following new performance metric additionally in next meeting

· New performance metric: average throughput of the UEs with user perceived throughputs at or below the 5% CDF point

· Using throughput calculations for dropped packets according to 36.814

· FFS whether to capture this new performance metric in TR 36.859 

· FFS whether and how to draw conclusion from this new performance metric

In this contribution we perform further analysis with respect to the system operation at high load.
2 
Rules for MUST operability at high traffic load
The desire to achieve high MUST technology utilization led RAN1 to investigate the DL system performance with FTP1 traffic model (as described in 36.814) and very high arrival rates. The arrival rates of 10 or 14 packets/s and 100 kB packet size result in resource utilizations as high as 80%-90%. 
However, increased load goes hand-in-hand with increased outage (packet loss). The system outage can be verified by inspecting the “served/offered” ratio. To be more specific, by offered traffic we understand the data which should be transmitted to the active UEs. By served traffic we understand the data which is successfully transmitted to the scheduled UEs. 
The system is optimally dimensioned if the ratio of served/offered traffic should be close to unity in the sense that all the requested traffic is successfully delivered to the UEs. When the served/offered metric is lower than one, it means that scheduled packets are not served. 3GPP has been considering actions to be taken when the system may become “stuck” with packets with zero or close to zero throughput. One action is the file dropping criteria described in 36.814, which preserves the system stability at high loads when non-full buffer traffic is utilized. The simulation model mechanism is rather simple, a file is dropped when its transfer is not complete within a maximum transfer time T_drop. The consequence of file dropping criteria is that zero throughout is recorded to that particular user. Following the existing specification, it was agreed to use T_drop = 1.6 seconds for 100 Kbyte packet size, these details should be captured in the 36.814 specification. 
Observation: The file dropping rules are trying to ensure queue stability in high load conditions.

However, an important question is the following: are file dropping rules a sufficient mechanism to ensure system stability? Let’s analyse the operation in high load from the very beginning. When UEs are dropped in the system with a high arrival rate, with every arrived UE, resource allocation per active UE decreases. This generates a bottleneck in the scheduler which is unable to serve packets within T_drop time and hence labels them with zero throughput. In practice, admission control in combination with load balancing functionality prevents jamming the queue by handing over users to other less utilized cells. Unfortunately, hand-over is not modelled in semi-static simulators. In this case, packets arriving to the jammed cell could be either assigned to other cells or dropped. A tight monitoring of the users admission into the system should complement the existing file dropping rules and this is what we describe in the following and is known as admission control.
By Admission Control (AC) we understand the following operation: 

1. Define for each eNB a maximum number of allowed active UEs

2. UEs with packets are dropped in the cell based on some arrival rate according to FTP1 operation, 
3. After the UE with packet is dropped in the cell, the AC rule is checking if eNB has maximum number of allowed active UEs reached, and if so, no admission is allowed to the UE which is dropped.

3.a. If AC triggered ( consider packet as offered (because it was generated according to the Poisson arrival rate) and mark it as zero throughput and give status "failed", hence the user is considered as offered packet, but not served, since the packet didn't finish.

3.b If AC not triggered the file dropping rule is applied when packet transmission is longer than T_drop. Served packets are the ones that finish without "failed" status (two reasons for fail: AC or T=1.6s limit).

The AC together with file dropping rule would provide a tighter simulation framework, however we note that by simply increasing the arrival rate, the system has no other choice to “protect itself” than 1) restricting the admission or 2) applying the file dropping rule, both of these methods having the same outcome as zero throughput recording to that particular UE.
Observation: Admission Control may complement the file dropping rule in order to ensure system queue stability.
We have tested the above operation of AC and file dropping in the following setup. Using FTP1 traffic model, several arrival rates of 7.5, 10 and 14.5 packets/s have been simulated. The “served/offered” traffic metric has been recorded, the outcome being depicted in Figure 1. 
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Figure 1: Served/offered traffic metric for different arrival rates
It is observed that at moderate RU of 60% the system is operating in an efficient way, all the served traffic being offered to the UEs. On the other hand, increasing the call arrival rate would indeed increase the resource utilization but the system efficiency is drastically reduced as more and more packets start to be dropped. We note that in case of high resource utilization and enabled admission control, the system allows each eNB to operate at maximum load however packets are still dropped reading to poor system efficiency. 
Proposal: consider only the load points where system stability is achieved, hence where served/offered ratio is close to unity.
Proposal: consider maximum 60-70% resource utilization.
3
Conclusions

In this paper we have discussed issues related to very high arrival rates in bursty traffic system simulations. Our observations and proposals are as follows:

Observations: 
· The file dropping rules are trying to ensure queue stability in high load conditions.
· Admission Control may complement the packet dropping rules in order to ensure system queue stability.

Proposals:
· Consider only the load points where system stability is achieved, hence where served/offered ratio is close to unity.
· Consider maximum 60-70% resource utilization.
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