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1
Introduction
In this contribution, we discuss how to facilitate group priority for D2D communication. The use case justification is provided in [1] during Rel-12 – however, due to time limitations, this was not achieved during Rel-12 and are consequently part of the R-13 WID as the following objective [2]:

	2) Define enhancements to D2D communication to enable the following features:

a) …

b) Priority of different groups support [RAN2, RAN1, RAN3]. (RAN3 involvement pending on progress in the other groups)


At the last SA2 meeting, SA2 agreed on the use of per-packet priority (PPP) framework to support the notion of priority including group priority [3].  In this contribution, we discuss solution for PPP. 
Motivated by discussion in [1], we mainly focus on enabling multiple (=16) resource pools in this contribution – these can be viewed as enabling either assigned resources or supporting PPP. The main idea is to map a priority level to a resource pool. We also discuss incorporating the half duplex constraint in the PPP framework.
Proposal 1: PPP is supported by mapping different priority levels to different resource pools (or sub-pools).
This contribution is structured as follows: limitations of the existing resource pool signalling to accommodate 8 or 16 pools is discussed in Section 2.1, and proposed solution is discussed in Section 2.2. Adapting the solution to solve the half duplex constraint is discussed in Section 2.3.
We note that the proposed solution maintains backward compatibility with R-12 design.
2
Enabling Multiple Pools for D2D communication
2.1 Enabling multiple pools as per existing resource pool definitions
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Figure 1 Sub-pools for D2D communication

We consider a simple scenario (shown in Figure 1) where a PS operator would want to define 16 sub-pools defined to be separate FDMed resources. We note that this can be incorporated in the current resource pool framework by simply defining 16 pools each with a different startPRB, endPRB and numPRB. However, we note that there are multiple other parameters such as subframeBitmap that would need to be defined as well per resource pool. For both control and Mode 2 Data, about 8 bytes each are needed in order to define a single resource pool for typical parameters. Thus, we make the following observation:
Observation 1: signalling 16 control & Mode 2 data TX resource pools alone needs 256 Bytes - a significant SIB overhead. 
We note that this overhead is coming from signalling parameters per resource pool without having a mechanism to signal common parameters across resource pools. We next note the following limitation from TS 36.331 illustrating that increasing number resource pools would cross the SIB size limitation for DCI format 1C, and come close the limit with TX pools alone for format 1A:

	NOTE 1: 
The physical layer imposes a limit to the maximum size a SIB can take. When DCI format 1C is used the maximum allowed by the physical layer is 1736 bits (217 bytes) while for format 1A the limit is 2216 bits (277 bytes), see TS 36.212 [22] and TS 36.213 [23].


Observation 2: there is a SIB size limitation of 217 or 277 Bytes as per TS 36.331
Motivated by Observations 1, and 2 and the SIB limitation captured above – we discuss proposed solution next. 

2.2 Proposed solution to enable multiple resource pools
We propose to define a resource pool parameter NSP (number of sub-pools) that divides a given resource pool in frequency (logically) into NSP sub-pools. 

Proposal 2: an optional parameter NSP is defined per associated control and Mode 2 data resource pool: NSP is a 4 bit parameters that takes value in {1, 2, …, 16}.

Proposal 3: if the parameter NSP is configured for a control and Mode 2 data resource pool, then a UE transmitting using that resource pool selects a value nsp (selected sub-pool) in 1 to NSP– selection of nsp  as well as the resource pool  is left up to higher layers.
We next discuss details of how to use this parameter for dividing control and Mode 2 data resource pool into orthogonal resource pools. 

Control resource pool partitioning

We consider two different ways to define the usage of the parameter NSP to divide the control resource pool: 

1. Virtual partitioning: A UE selecting a sub-pool nsp in 1 to NSP can selects PSCCH resources between (nsp -1)*floor (NPSCCH/NSP) to nsp*floor (NPSCCH/NSP) – 1 where NPSCCH is the number of control resources in the control resource pool.
2. Physical partitioning: A PSCCH resource sub-pool is defined with numPRB = floor(N/NSP) and appropriately defining startPRB and endPRB 
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Figure 2 PSCCH Resource Pool Partitioning

These two ways of partitioning are shown in Figure 2 above – we note that defining in the partitioning in virtual domain has the benefit that gain of frequency diversity is maintained as per the definition of the original (bigger) resource pool.  We further note the following R-12 design for control resource index and resource pattern definition and propose:

	TS 36.213: 

For 
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· the first transmission of the PSCCH is in resource block 
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· the second transmission of the PSCCH is in resource block 
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Proposal 4: The parameter NSP doesn’t impact the control resource pattern definition. A UE selecting a sub-pool nsp (in 1 to NSP) shall select control resource index, 
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Mode 2 Data resource pool partitioning
Similar to control resource pool partitioning, two ways of partitioning Mode 2 data resource pools can be considered:
1. Virtual partitioning: A UE selecting a sub-pool k in 1 to NSP can selects data resources with virtual (virtual) index in (nsp -1)*floor (NRB/NSP) to nsp *floor (NRB/NSP) – 1 where NRB is the number of RBs in the resource pool definition.

2. Physical partitioning: Mode 2 resource sub-pool is defined with numPRB = floor (NRB/NSP) and appropriately defining startPRB and endPRB. Resource hopping consequently is defined within this physical resource sub-pool.
Similar to the motivation discussed for control resource pool, in order to maintain the benefit of frequency diversity, we propose to use virtual resource partitioning for Mode 2 Data. We note that, the virtual resource partitioning is defined as below in TS 36.213:
	TS 36.213
The resource allocation and hopping field of the SCI format 0  is used to determine a set of indices denoted by 
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using the procedure in subclause 8.1.1, and 8.4 (for sidelink frequency hopping with type 1 or type 2 hopping) with the following exceptions: 

· the term ‘PUSCH’ in subclauses 8.1.1 and 8.4 is replaced with ‘PSSCH’.

· the quantity 
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 is given by higher layer parameter type2DataNumSubbands associated with  the corresponding PSSCH resource configuration.


Proposal 5: The parameter NSP doesn’t impact the Mode 2 data resource hopping definition. A UE selecting a sub-pool nsp (in 1 to NSP) shall select virtual data frequency resources (
[image: image36.wmf]VRB

n

¢

)  within  virtual index (nsp-1)*floor (NRB/NSP) to nsp*floor (NRB/NSP)  – where NRB is the number of frequency resources in the Mode 2 data resource pool, and virtual index is within the Mode 2 data resource pool frequency resources.

Next, we compare the proposed solution of adding 4 bits to a resource pool to enable multiple TX pools:

1. Overhead by increasing number of pools from 4 to 16: 300%

2. Overhead for adding NSP to resource pool definition : 3.1 % (4 bits to 128 bit Control + Data resource pool) 

Therefore, we make the following observation:

Observation 3: proposed solution incurs an additional SIB overhead of 3.1% compared to a 300% increase in overhead incurred by increasing number of TX pools to 16. 
Finally, we note that since the proposed design choices only limit the choices of the logical resource selected, and do not impact the physical to logical resource mapping, the proposed design is R-12 compatible.  We note that a physical partitioning solution will not be R-12 compatible if frequency hopping is enabled. 
Observation 4: proposed solution of virtual partitioning maintains backward compatibility with R-12. That is, an R-12 D2D receiver should be able to receive an R-13 D2D transmitter employing sub-pool selection. The solutions to increase the number of resource pools as well as physical partitioning of resource pool (with frequency hopping) will not be R-12 compatible.
2.3 Resolving half duplex constraint with PPP

Support for resolution of half duplex constraint was discussed in [4].
We note that half duplex constraint arises because of transmitter’s in-ability to receive when transmitting. This can lead to a delay for enabling pre-emption from higher priority users as the lower priority user may not hear the higher priority user due to its own transmission.

The proposed solution in Section 2.1 does not address this issue as the proposed pools are sub-divided in frequency and not in time. However, we note that existing (Rel-12) definitions of multiple pools allow up to 4 TDM pools to be defined. These TDM pools can be used for resolving half duplex conflict. One example of such a configuration is:
· Define 2 TDM pools, pool-1 and pool-2, as per Rel-12 mechanism:

a) Use pool 1 only for pre-emption messages (e.g. by defining pre-emption messages to be highest priority) – a UE transmitting on pool-2 will listen on pool-1 for pre-emption message

b) Use pool-2 for remaining messages – further sub-divide pool-2 into sub-pools for supporting group priority as needed

This can resolve the half duple constraint for pre-emption messages, and no further standardization (beyond proposal 1) is needed. Therefore, we observe that:

Observation 5: half duplex resolution can be supported using the existing Rel-12 mechanism along with proposal of mapping priority to resource pools (or sub-pools).
3
Conclusion

We discussed how to enable assigned D2D resources, and made the following observations & proposals:
Observation 1: signalling 16 control & Mode 2 data TX resource pools alone needs 256 Bytes – a significant SIB overhead. 

Observation 2: there is a SIB size limitation of 217 or 277 Bytes as per TS 36.331

Proposal 1: PPP is supported by mapping different priority levels to different resource pools (or sub-pools).

Proposal 2: an optional parameter NSP is defined per associated control and Mode 2 data resource pool: NSP is a 4 bit parameters that takes value in {1, 2, …, 16}.

Proposal 3: if the parameter NSP is configured for a control and Mode 2 data resource pool, then a UE transmitting using that resource pool selects a value nsp (selected sub-pool) in 1 to NSP – selection of nsp  as well as the resource pool is left up to higher layers.

Proposal 4: The parameter NSP doesn’t impact the control resource pattern definition. A UE selecting a sub-pool nsp (in 1 to NSP) shall select control resource index, 
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Proposal 5: The parameter NSP doesn’t impact the Mode 2 data resource hopping definition. A UE selecting a sub-pool nsp (in 1 to NSP) shall select virtual data frequency resources (
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)  within  virtual index (nsp-1)*floor (NRB/NSP) to nsp*floor (NRB/NSP)  – where NRB is the number of frequency resources in the Mode 2 data resource pool, and virtual index is within the Mode 2 data resource pool frequency resources.

Observation 3: proposed solution incurs an additional SIB overhead of 3.1% compared to a 300% increase in overhead incurred by increasing number of TX pools from 4 to 16. 

Observation 4: proposed solution of virtual partitioning maintains backward compatibility with R-12. That is, an R-12 D2D receiver should be able to receive an R-13 D2D transmitter employing sub-pool selection. The solutions to increase the number of resource pools as well as physical partitioning (with frequency hopping) solutions will not be R-12 compatible.

Observation 5: half duplex resolution can be supported using the existing Rel-12 mechanism along with proposal of mapping priority to resource pools (or sub-pools).
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