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1 Introduction
According to [1], the design targets of an LAA system are 
-	A single global solution framework allowing compliance with any regional regulatory requirements
A single global solution framework for LAA should be defined to ensure that LAA can be operated according to any regional regulatory requirements. Furthermore, LAA design should provide sufficient configurability to enable efficient operation in different geographical regions. 
-	Effective and fair coexistence with Wi-Fi.
The LAA design should target fair coexistence with existing Wi-Fi networks to not impact Wi-Fi services more than an additional Wi-Fi network on the same carrier, with respect to throughput and latency.
-	Effective and fair coexistence among LAA networks deployed by different operators
The LAA design should target fair coexistence among LAA networks deployed by different operators so that the LAA networks can achieve comparable performance, with respect to throughput and latency.
It has been agreed in [2] that the Listen-before-talk (LBT) courtesy mechanism is an important component for LAA in order to achieve a fair co-existence not only with other Wi-Fi devices, but also with other LAA devices. Simulations have shown that the presence of LAA without LBT can cause significant degradation to neighboring Wi-Fi systems [3]. LBT is defined as [1]
…a mechanism by which an equipment applies a clear channel assessment (CCA) check before using the channel. The CCA utilizes at least energy detection to determine the presence or absence of other signals on a channel in order to determine if a channel is occupied or clear, respectively. European and Japanese regulations mandate the usage of LBT in the unlicensed bands. Apart from regulatory requirements, carrier sensing via LBT is one way for fair sharing of the unlicensed spectrum and hence it is considered to be a vital feature for fair and friendly operation in the unlicensed spectrum in a single global solution framework.
LBT schemes have been specified in the European regulations EN 301.893 [4]. However, there has been a lot of debate in terms of whether these LBT schemes would provide a fair coexistence between Wi-Fi and LAA (e.g. [5], [6], [7], [9], [10], [11], and [12]). Further simulation results [15] suggest that the LBT schemes proposed in [4] is not enough to ensure fairness without additional modifications such as those described in [10]. However, [15] has shown that the exponential back-off scheme described in [10] as it is may produce unfair results against LAA. Based on the simulation results, further investigations needed to be done in order to assess the fairness issue in LAA/Wi-Fi coexistence. Subsequently, simulation results in [17] have suggested that it is possible to achieve a fair coexistence between downlink-only LAA and Wi-Fi in the indoor scenario as agreed in [1], if the relevant CCA duration and back-off rate are selected optimally. 
As the main focus of the above simulation results was on fair downlink coexistence between LAA and Wi-Fi, situations which arose due to hidden APs were excluded and not considered. A hidden AP[footnoteRef:1] is a type of hidden node, which is beyond the pre-amble detection range of another AP. Consider a network consisting of three nodes A, B, and C, where nodes A and B are within coverage of each other, as are nodes B and C. Because nodes A and C cannot detect each other’s transmissions via channel sensing, the transmissions from these nodes collide at node B. In practice, it is realistic to expect the presence of hidden nodes in a network. For downlink only co-existence, where APs are the only devices contending for the medium, only hidden AP pairs are of concern. With uplink and downlink traffic, all nodes can contend and the problem is generalized to hidden nodes.  [1:  In this contribution, the term AP refers to both LAA eNB as well as Wi-Fi AP. However, an AP with an identity attached, e.g. AP0, refers to a specific Wi-Fi node (see Figure 1). ] 

Figure 1 shows an example of the transmissions of APs over a segment of time when the effect of hidden nodes is present. The vertical axis corresponds to the identity of the AP, while the horizontal axis is the time. The horizontal bars correspond to the time when the downlink transmission is active. It can be seen that after a completion of the transmission burst, there is a short sensing time. When the eNB senses that the channel is free, it starts to transmit again. The problem is that both eNBs (eNB 1 and eNB 7 in this example) cannot hear each other, and that the short sensing time for each does not coincide. As a result, very little idle time is available for other nodes to acquire the channel. 

[bookmark: _Ref416350259]Figure 1 Transmission analysis for LAA with WiFi at traffic load of 1.4Hz with hidden APs.

Results from [18] and [19] have shown that hidden nodes are indeed a problem in the scenario specified in [1]. 
A simple way to alleviate the deadlock situation shown in Figure 1 is to introduce a mandatory gap or extended back-off period between the end of an LAA transmission burst and the beginning of the next channel sensing occasion as shown in Figure 2. Effectively, the gap creates a window whereby non-hidden Wi-Fi and LAA APs can have a chance to contend for the channel and resolve the deadlock situation. In this contribution the term “extended back-off period” and “transmission gap” are used synonymously. 

[bookmark: _Ref419273487]Figure 2 Introduction of an extended back-off period between the end of an LAA transmission burst and the start of the channel sensing for the next burst.

In this contribution, the impact of such an extended back-off period is examined. In particular, we assume this gap to take on either 1) a uniformly distributed random duration, or 2) a fixed duration. In addition, the effects of applying dynamic link adaption (DLA) in LAA in conjunction with the transmission gap are investigated. More details on DLA can be found in [18] and [19]. 

2 Simulation results and discussions
In this contribution, the LAA simulations are based on ‘‘Scheme B (exp)’ [17], which corresponds CCA mechanism similar to that in [16] but with an exponential back-off as in Option A of [14]. The transmissions are only allowed at the sub-frame boundary. The schematic diagram for scheme B (exp) is shown in Figure 3. Both energy detection and preamble detection schemes are assumed in channel sensing. Also, virtual carrier sensing is included. The CTS-to-self mechanism is assumed for channel reservation purposes. More details regarding these assumptions can be found in [15]. In this figure,  and  correspond to the slot size of the initial CCA (ICCA) and extended CCA (ECCA) respectively. The ‘Exp rate’  refers to the rate at which the observation period is multiplied when  unoccupied ECCA slots were not available within the observation period .  In this contribution, the parameters for , and  correspond to , , and 2 respectively. Further simulation assumptions and parameters are given in the Appendix. 



[bookmark: _Ref410409240]Figure 3 Flow diagram for scheme B (exp) back-off mechanism [17].

The indoor scenario is shown in Figure 4. Path loss analysis in one example fading instantiation has suggested that the pairs AP6/eNB7 and AP0/eNB1 do not fall into each other’s preamble detection zone.  When the signal is out of range, each pair cannot decode the NAV medium reservation messages from the pair on the opposite side. On the other hand, the nodes in the middle region can detect APs from both sides. The Wi-Fi nodes are assumed to be equipped with the RTS/CTS mechanism to combat hidden nodes, which is not the case for LAA. 
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[bookmark: _Ref416178274]Figure 4 Simulation scenario


Effects of random and fixed transmission gaps
Figure 5 shows the network throughput as a function of cell load with various random LAA transmission gap intervals for the victim Wi-Fi and aggressor LAA network. Similar results for various fixed LAA transmission gap intervals are shown in Figure 6. It can be seen that adding a transmission gap can significantly improve the performance of the victim network compared to the baseline case where hidden APs are present but no mitigation for hidden APs is applied. It can be seen that the performance of the LAA network is also improved, albeit to a lesser extent compared to the victim network. The reason is that the LAA results include both hidden and non-hidden LAA APs, and so the transmission gap applies to both. In other words, while a window is opened for previously blocked LAA APs to contend the channel, these APs are also subject to the transmission gap, and thereby lowering the throughput. However, the application of the transmission gap is still beneficial to both Wi-Fi and LAA nodes. 
A fixed post transmission gap seems to provide more benefits than a random one, with a 10 ms fixed gap being the best. This corresponds to the largest contention window size setting for Wi-Fi. 
From the perspective of network throughput, a gap of 10 ms has the potential to bring the network throughput for both victim and aggressor close to that without hidden AP. However, the gap cannot completely eliminate the negative impact of hidden APs. 
Observation 1: Hidden APs can have a higher level of impact to the victim Wi-Fi network than the aggressor LAA network in terms of network throughput[footnoteRef:3]. Correspondingly, the transmission gap provides much more benefit to the victim Wi-Fi network than LAA aggressor.  [3:  This is under the current assumption of the Scheme B (exp) back-off mechanism. ] 

Observation 2: A transmission gap which matches the maximum contention window[footnoteRef:4] size has the potential to bring the network throughput for both victim Wi-Fi and LAA close to the level without hidden APs. However, problem with hidden APs still persists as indicated by offered load still not being met in medium load (1.4Hz) conditions even with the best result of a 10ms fixed transmission gap.  [4:  Maximum contention window corresponds to the maximum limit of the contention window that a Wi-Fi node can expand due to collisions. ] 
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[bookmark: _Ref419188915]Figure 5 Network throughput as a function of cell load with various random LAA transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network. 
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[bookmark: _Ref419188908]Figure 6 Network throughput as a function of cell load with various fixed LAA transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network. 

Figure 7 shows the median UPTs as a function of cell load with various random LAA transmission gap intervals for (left) the victim Wi-Fi and (right) aggressor LAA network. Similar results for the case of fixed LAA transmission gap intervals are shown in Figure 8. 
It can be seen that a fixed gap gives a more consistent improvement in the median UPT for the victim. However, especially with a fixed gap, the LAA median UPT suffers at the low load. The reason is that a transmission gap for LAA at a low load becomes an unnecessary overhead when the channel is not being contended. One way to improve the performance with a fixed gap is to switch on the gap only when the traffic level is above a certain threshold. 
Observation 3: A transmission gap for LAA provides a good protection for the victim Wi-Fi median UPT performance, but at the expense of the median UPT performance of LAA at low load. 
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[bookmark: _Ref419191171]Figure 7 Median UPTs as a function of cell load with various random transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network. 
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[bookmark: _Ref419191252]Figure 8 Median UPTs as a function of cell load with various fixed transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network.

Figure 9 shows the peak (95%-ile) UPTs as a function of cell load with various random LAA transmission gap intervals for (left) the victim Wi-Fi and (right) aggressor LAA network. Figure 10 shows similar results for the fixed LAA transmission gap cases. While the introduction of a transmission gap improves the peak UPT for the Wi-Fi victim, the peak UPT for the LAA network can be degraded considerably due to the overhead involved. This is especially prominent at the low load cases as seen in the fixed LAA transmission gap results. This observation is expected, as the gap enforces a hard limit on the channel resource, and it is the users with most opportunities to transmit who are impacted most. It is interesting to see that hidden APs actually improves the LAA peak UPT by allowing these APs to hog the medium as shown in Figure 9 and Figure 10. 
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[bookmark: _Ref419192598]Figure 9  95%-ile UPTs as a function of cell load with various random transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network.
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[bookmark: _Ref419192628]Figure 10 95%-ile UPTs as a function of cell load with various fixed transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network.

Figure 11 shows cell edge (5%-ile) UPTs as a function of cell load with various random LAA transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network. Similar results for the fixed transmission gap cases are shown in Figure 12. The results strongly suggest that a transmission gap is extremely beneficial for cell edge UPT performance (for both Wi-Fi and LAA), irrespective of whether it is a random or a fixed gap. The reason is that a random gap can potentially bring the “unfortunate” users out of a deadlock situation, and opens a window in order to allow these users a chance to transmit. 
The above observation suggests that the introduction of an LAA transmission gap gives rise to an inherent trade-off between the 5%-ile UPT performance for both Wi-Fi victim and LAA aggressor on one hand, and the peak UPT performance for the LAA aggressor on the other. This is irrespective of whether a random or a fixed transmission gap is used. The use of a random transmission gap (as compared to a fixed gap) may potentially give rise to some benefits due to the fuzziness to the politeness. For example, in Figure 12, at 0.5 Hz loading with a 5ms gap, the LAA aggressor has an UPT of about 2.5 Mbps. However, in Figure 11, in the case of up to 10ms gap, the LAA aggressor has about 9 Mbps. On the other hand, for the victim Wi-Fi under the same traffic load, the cell edge UPT are very similar, i.e. just above 30Mbps, for the cases of 5 ms gap (Figure 12) and up to 10ms gap (Figure 11). This suggests that the fuzziness due to a random gap (as compared to a fixed gap) may be beneficial to the LAA aggressor with little impact to the Wi-Fi. After all, if there is no hidden APs, a fixed gap may be too conservative. A similar observation can be found in the peak rate performance. For example, at the same load of 0.5 Hz, the 5ms gap case gives rise to the LAA aggressor UPT peak rate of about 90 Mbps. However, in the case of a random gap up to 10ms, the peak UPT rate is slightly above 100 Mbps. On the other hand, the difference in the peak UPT performance for victim Wi-Fi under the same condition is negligible. The benefits due to an added fuzziness to the politeness may be present, but need further investigations. 

Observation 4: The introduction of an LAA transmission gap is beneficial for the 5%-ile UPT performance for both Wi-Fi victim and LAA aggressor. 
Observation 5: The introduction of an LAA transmission gap gives rise to an inherent trade-off between the 5%-ile UPT performance for both Wi-Fi victim and LAA aggressor on one hand, and the peak UPT performance for the LAA aggressor on the other, irrespective of whether a random or a fixed transmission gap is used. 
Observation 6: The benefits due to an added fuzziness to the politeness as a result of the random gap (as compared to the fixed gap) may be present. However, the existence of such benefits needs further investigations. 
Proposal 1: An LAA transmission gap can be introduced in order to reduce the effect of the hidden AP problem. 
Proposal 2: The size of the transmission gap can be used to balance the inherent trade-off between LAA UPT 95%-ile and the 5%-ile and median UPT for both Wi-Fi and LAA. 
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[bookmark: _Ref419193910]Figure 11 Cell edge (5%-ile) UPTs as a function of cell load with various random transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network.
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[bookmark: _Ref419194597]Figure 12 Cell edge (5th%-ile) UPTs as a function of cell load with various fixed transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network.

Effects of fixed transmission gaps with Dynamic Link Adaptation (DLA) 
Figure 13 shows the network throughput as a function of cell load with various fixed LAA transmission gap intervals for (left) the victim Wi-Fi and (right) aggressor LAA network with DLA. Compared to Figure 5, the introduction of DLA has a positive impact to network performance for both Wi-Fi and LAA in the absence of any transmission gap. The benefit is more visible for LAA than Wi-Fi[footnoteRef:5]. However, in the presence of a transmission gap, the benefit of DLA to the network performance diminishes.  [5:  The benefit for Wi-Fi due to the presence of DLA from LAA is that DLA helps LAA to reduce the need for retransmissions, and thereby allowing more channel resource for Wi-Fi. ] 

Figure 14, Figure 15, and Figure 16 show the median, 95th%-ile and 5th%-ile UPT as a function of cell load with various fixed LAA transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network with DLA applied in LAA. Compared to Figure 10 and Figure 12, the results show that DLA provides little improvement to the peak UPTs. On the other hand, compared to Figure 12, DLA provides significant gains to the 5th%-ile UPT for both Wi-Fi and LAA, especially at low load. 
Due to the presence of DLA especially at low load, the benefit of introducing a transmission gap at the same load region is reduced. Due to the cost of introducing a gap associated with LAA, it may be beneficial to introduce a smaller gap when DLA is present. DLA effectively reduces the MCS and thereby increasing the duration of the transmission. At a low load, the increased duration is still acceptable; however, at a high load, an increased duration would give rise to prolonged overlapping hidden eNB transmissions. 
Observation 7: DLA improves the UPT performance especially at low load and in the absence of the transmission gap. 
Proposal 3: DLA can be used in combination with the transmission gap in fine-tuning the trade-off between the LAA aggressor and Wi-Fi UPT performance, especially at low load. For example, DLA can be used without transmission gap below a certain load threshold, while both DLA and transmission gap are switched on above this threshold. 
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[bookmark: _Ref419200532]Figure 13 Network throughput as a function of cell load with various fixed transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network with DLA. 
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[bookmark: _Ref419200561]Figure 14 Median UPTs as a function of cell load with various fixed transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network. 
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[bookmark: _Ref419200562]Figure 15 95%-ile UPTs as a function of cell load with various fixed transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network with DLA. 
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[bookmark: _Ref419200563]Figure 16 Cell edge UPTs as a function of cell load with various fixed transmission gap intervals for (left) victim Wi-Fi and (right) aggressor LAA network with DLA.

3  Conclusions 
Observation 1: Hidden APs can have a higher level of impact to the victim Wi-Fi network than the aggressor LAA network in terms of network throughput. Correspondingly, the transmission gap provides much more benefit to the victim Wi-Fi network than the LAA aggressor network. 
Observation 2: A transmission gap which matches the maximum contention window size has the potential to bring the network throughput for both victim Wi-Fi and aggressor LAA close to the level without hidden APs. However, the problem with hidden APs still persists.
Observation 3: A transmission gap for LAA provides a good protection for the victim Wi-Fi median UPT performance, but at the expense of the median UPT performance of LAA at low loads. 
Observation 4: The introduction of a LAA transmission gap is beneficial for the 5%-ile UPT performance for both Wi-Fi victim and LAA aggressor. 
Observation 5: The introduction of an LAA transmission gap gives rise to an inherent trade-off between the 5%-ile UPT performance for both Wi-Fi victim and LAA aggressor on one hand, and the peak UPT performance for the LAA aggressor on the other, irrespective of whether a random or a fixed transmission gap is used. 
Observation 6: The benefits due to an added fuzziness to the politeness as a result of the random gap (as compared to the fixed gap) may be present. However, the existence of such benefits needs further investigations. 
Observation 7: DLA improves the UPT performance especially at low load and even in the absence of the transmission gap. 
Proposal 1: An LAA transmission gap can be introduced in order to reduce the effect of the hidden AP problem. 
Proposal 2: The size of the transmission gap can be used to balance the inherent trade-off between LAA UPT peak rate and the 5%-ile and median UPT for both Wi-Fi and LAA. 
Proposal 3: DLA can be used in combination with the transmission gap in fine-tuning the trade-off between the LAA aggressor and Wi-Fi UPT performance, especially at low load. For example, DLA can be used without transmission gap below a certain load threshold, while both DLA and transmission gap are switched on above this threshold. 
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[bookmark: _Ref409539428]Appendix: 
Detailed Simulation Parameters and Assumptions
The working assumption and agreements from RAN1#79 on detailed coexistence evaluation assumptions in LAA are reproduced in the tables below with the addition of a column to report our implementation against each of these. 
Indoor scenario for LAA
	Indoor scenario for LAA

	Licensed cell
	Unlicensed cell
	Current assumption

	Layout for nodes
	For DL-only coexistence evaluations:
 
Two operators deploy 4 small cells each in the single-floor building. 
 
The small cells of each operator are equally spaced and centered along the shorter dimension of the building. The distance between two closest nodes from two operators is random. The set of small cells for both operators is centered along the longer dimension of the building.
  














	Only unlicensed cell is modelled

The location of the APs of one operator is equi-distance from APs of the second operator (with the exception of the edge APs).  







	Indoor scenario for LAA

	Licensed cell
	Unlicensed cell
	Current assumption

	System bandwidth per carrier
	10MHz
	20MHz
	Only a 20MHz unlicensed cell is explicitly modelled 


	Carrier frequency 
	3.5 GHz
	5.0GHz
	Use 5.3 GHz which is the centre frequency of the 5.0GHz unlicensed band (channel 60) 


	Number of carriers
	2 (one for each operator)
	For DL-only LAA coexistence evaluations: 1, 4 (to be shared between two operators) 
	One 20MHz channel for the unlicensed LAA-LTE cells to be modelled.  This is shared between the two operators.

	Total BS TX power
	24dBm (Ptotal per carrier)
	18 dBm across aggregated carriers
Optional: 24 dBm
	18dBm 

	Total UE TX power 
	Total UE TX power: 23dBm across aggregated cells
Max total UE TX power per cell in licensed spectrum: 23dBm
Max total UE TX power across aggregated cells in unlicensed spectrum: 18 dBm 
	18dBm 

	Distance-dependent path loss
	Small cell-to-Small cell, Small cell-to-UE: ITU InH [referring to Table B.1.2.1-1 in TR36.814]
Indoor UE-to-indoor UE: 3GPP TR 36.843 (D2D). 
(3D distance between an eNB and a UE is applied. Working assumption is that 3D distance is also used for LOS probability and break point distance)
	Same

	Penetration
	0dB
	Same 

	Shadowing
	ITU InH [referring to Table A.2.1.1.5-1 in TR36.814]
Working assumption is that 3D distance is used for shadowing correlation distance
	 Same as the ITU InH model with 1dB indoor handover margin (TR 36.814)

	Antenna pattern
	2D Omni-directional is baseline; directional antenna is not precluded
	Same

	Antenna Height: 
	6m 
	Same

	UE antenna Height
	1.5m
	Same

	Antenna gain + connector loss
	5dBi
	Antenna + connector: 5dBi  
2dB feeder loss to calibrate against TR36.814 InH model 

	Antenna gain of UE
	0 dBi
	Same

	Fast fading channel between eNB and UE
	ITU InH
	Ped A 3kmh assumed for LTE-LAA link level 

	Number of clusters/buildings per macro cell geographical area
	N/A
	N/A

	Number of small cells per cluster
	N/A
	N/A

	Number of small cells per Macro cell
	N/A
	N/A

	Number of UEs 
	10 UEs per unlicensed band carrier for DL-only LAA coexistence evaluations

	Same

	UE dropping per network
	All UEs should be randomly dropped and be within coverage of the small cell Example of a dropping method to achieve this with N=10 UEs: 
· Drop a large enough number of UEs, so that at least 10 UEs are covered by the small cell. 
Randomly select 10 UEs from the UEs that have coverage.
	Same

	Radius for small cell dropping in a cluster
	N/A
	N/A

	Radius for UE dropping in a cluster
	N/A
	N/A

	Minimum distance (2D distance)
	3m
	Assume 3m is the minimum distance for AP to UE not UE to UE or AP to AP distance.
Assume Local Area Base Station type with 45dB MCL as specified in 36.104 V11.9.0 (2014-07) 

	Traffic model
	FTP Model 3: Based on FTP model 2 as in TR 36.814 with the exception that packets for the same UE arrive according to a Poisson process and the transmission time of a packet is counted from the time instance it arrives in the queue.
FTP Model 1 as in TR 36.814
FTP model file size: 0.5 Mbytes.
Optional: Mixed traffic model with each UE carrying only VoIP traffic or only FTP traffic in the Wi-Fi network that is not replaced by LAA.
· Two   UEs with VoIP traffic in addition to UEs with FTP traffic
· The VoIP traffic model is based on G.729A (data rate is 24 kbps)
· Packet inter-arrival time: 20 ms
· Packet size: 60 bytes (payload plus IP header overhead)
· Voice activity is assumed to be 100% statistics are independently reported in each direction
No associated control plane traffic is modelled
	DL only FTP3 traffic with 0.5MB file sizes modelled for LAA and Wi-Fi networks

The LAA and Wi-Fi networks use loading levels of Lambda={ 0.5,1.0,1.4, 1.75, 2.0 2.5, 3.5} Hz 



	UE receiver
	MMSE-IRC as baseline
	Rel 8 UE receiver (as in [3])

	UE noise figure
	9dB
	Same

	UE speed
	3km/h
	Same

	Cell selection criteria
	For LAA UEs, cell selection is based on RSRP in the unlicensed band. 
For WiFi STAs, cell selection is based on RSS (Received signal power strength) of WiFi APs. RSS threshold is -82 dBm.
	Same

	UE Bandwidth
	UE bandwidth for LAA: 10 MHz licensed + 20 MHz unlicensed 
· CA scheduling assumptions stated when reporting results
· Served traffic per small cell per carrier can be reported
UE bandwidth for Wi-Fi: 20 MHz unlicensed
	Licenced portion of LAA-LTE not modelled.
20 MHz bandwidth for unlicensed carrier assumed throughout 

	Network synchronization
	For the same operator, the network can be synchronized and the assumed synchronization accuracy in such simulations should be stated. 
Small cells of different operators are not synchronized.
	Asynchronous[footnoteRef:6]  [6:  As a correction, this should apply in our previous contribution [15], [17], [18], [19].] 


	Backhaul assumptions
	Dropped in R1-145453
	Not modelled

	Performance metrics
	Performance metric
- User perceived throughput (UPT)
UPT CDF
File throughput is calculated per file
Unfinished files should be incorporated in the UPT calculation. 
The number of served bits (possibly zero) of an unfinished file by the end of the simulation is divided by the served time (simulation end time – file arrival time).
User throughput is the average of all its file throughputs
- Latency (From packet arrival in devices (eNB, AP, UE, STA) MAC buffer to successful transmission (including retransmission) of packet)
Latency CDF
If VoIP users are included, number of VoIP users with 98%ile latency greater than 50 ms should be reported
  Note: DL and/or UL can be reported when applicable
	FTP network throughput and UPT shown in this contribution.
Latency and UPT CDFs as well as mean UPT and latency per users are collected 







Additional LAA assumptions
	 
	3GPP value as per R1-145453
	Current assumption

	PCI planning for each NW
	Planned 
	Not explicitly modelled (as in [3])

	Antenna configuration	
	2Tx2Rx in DL, Cross-polarized. 
Optional: 1Tx2Rx in DL.
1Tx2Rx in UL
(should be the same as for Wi-Fi)
	2x2 Cross polarized (as in [3])
TM4 (closed loop spatial multiplexing, which falls back to TM6 for low SINR/scattering)

	Transmission schemes
	Based on TM4 or TM10, QPSK/16QAM/64QAM
Optional: include 256QAM (should be the same as for Wi-Fi)
	Not explicitly modelled but implied in SINR to Tput mapping used.
Includes 256 QAM

	Turbo code block interleaving depth
	Per LTE specs (1-14 LTE OFDM symbols dependent on MCS and PRB allocation)
	Not explicitly modelled

	Scheduling
	Proportional fair
	Fair (as in [3])

	Link adaptation
	Realistic
	Ideal (as in[3])

	CCA-ED
	Up to each company; should state assumption when reporting results
	Assume an LAA energy detection threshold of -62dBm for CAA-ED and -82dBm for CCA-PD where a recognizable preamble is transmitted (in line with Wi-Fi)



	Channel selection
	Up to each company; should state assumption when reporting results
	Not implemented (as in[3])

	Cyclic Prefix
	Normal
	Not explicitly modelled but assumed in SINR to Tput mapping used.



Additional Wi-Fi assumptions
	Parameter
	3GPP value as per R1-145453
	Current assumption

	MCS
	802.11ac MCS table without 256 QAM 
Optional: include 256QAM (should be the same as for LAA)
	Yes, 256 QAM included for Wi-Fi

	Antenna configuration		
	2Tx2Rx in DL, Cross-polarized 
Optional: 1Tx2Rx in DL.
UL: 1Tx2Rx
(should be the same as for LAA)
Baseline: open loop 
Company should state assumptions if assumed otherwise
	2Tx2Rx in DL, Cross-polarized 
UL 1x2 

	Channel coding
	BCC
Optional: LDPC code
	LDPC 


	Frame aggregation
	A-MPDU
	Yes

	MPDU size
	Up to each company
	Fixed 1500B MPDU size (variable transmission duration) as in [3]

	Max PPDU duration
	Baseline:< 4 ms 
(Asynchronous to LTE timing)
Company should state assumptions if assumed otherwise
	4.096ms maximum PPDU applied.

	MAC
	Coordination
	DCF
If VoIP users are included, EDCA can be used
	DCF (no EDCA)

	
	SIFS, DIFS
	SIFS, DIFS
	Yes

	
	Detection
	Energy detection & preamble detection
	Yes

	
	RTS/CTS
	Optional
	Modelled 

	
	Contention window
	Per DCF
If VoIP users are included, per EDCA can be used
	Yes – EDCA not being used for VoIP users, as only FTP simulations are involved

	CCA-PD
	-82dBm and preamble decoding
(Note preamble occupies the 20MHz system bandwidth with rate 1/2 coding and BPSK modulation)
	Yes

	CCA-ED 
	-62dBm
	Yes

	ACK Modeled (successful reception, resources utilized)
	Yes
	Yes

	DL/UL Duplexing
	DL traffic only for DL-only LAA coexistence evaluation
	DL only for victim network
DL only for aggressor network

	Rate control
	Up to each company; should state assumption when reporting results
	Same rate adaption as in [3]

	Channel selection
	Up to each company; should state assumption when reporting results
	Congested scenario:
Single 20MHz channel for all APs

	OFDM symbol length
	4 micro second
	As in [3], short guard interval is adopted therefore OFDM symbol length is 3.6 micro second



Appendix C
Results according to the R1-151162 template. 

	
Tdoc /
Company
	
LAA LBT cat.
	
Reported parameters
	Low load
BO range for Wi-Fi in Step 1: 10%~25%
	Medium load
BO range for Wi-Fi in Step 1: 35%~50%
	High load
BO range for Wi-Fi in Step 1: above 55%

	
	
	
	Wi-Fi in
step 1
	Wi-Fi in
step 2
	LAA
in
step 2
	Wi-Fi in
step 1
	Wi-Fi in
step 2
	LAA
in
step 2
	Wi-Fi in
step 1
	Wi-Fi in
step 2
	LAA
in
step 2

	153337

Cisco



	4
	
UPT CDF
[Mbps]
	5%
	50.29
	0.00
	0.04
	7.48
	0.00
	0.01
	0.26
	0.00
	0.01

	
	
	
	50%
	64.52
	19.24
	19.01
	26.49
	3.18
	5.28
	1.46
	0.32
	0.65

	
	
	
	95%
	92.42
	80.41
	84.62
	53.60
	34.62
	47.76
	20.78
	13.63
	37.53

	
	
	
	Mean
	68.72
	29.00
	31.32
	27.79
	9.34
	12.90
	5.02
	2.99
	6.25

	
	
	
Delay CDF
[s]
	5%
	0.059
	0.077
	0.068
	0.116
	0.191
	0.140
	0.356
	0.643
	0.238

	
	
	
	50%
	0.088
	2.469
	0.581
	0.342
	276.837
	101.023
	258.996
	641.692
	433.178

	
	
	
	95%
	0.141
	977.202
	905.435
	51.684
	999.000
	947.112
	606.629
	988.461
	962.282

	
	
	
	Mean
	0.793
	335.481
	164.460
	9.419
	429.827
	272.156
	270.775
	588.237
	430.577

	
	
	𝜌
	1.00
	0.66
	0.82
	1.00
	0.57
	0.72
	0.74
	0.42
	0.58

	
	
	BO
	17%
	52%
	54%
	46%
	72%
	73%
	76%
	83%
	85%

	
	
	𝜆
	1 Hz
	1.4 Hz
	2 Hz

	
	Additional comments: 

Scheme B(exp)  - No DLA, no Transmission gap, hidden APs. 

Sensing thresholds:  -62dBm (CCA-ED), -82dBm (CCA-PD) 
Defer period:  Yes, see scheme B in R1-153339
CCA slot length: 34us
ECCA slot length: 9us 
Inter-RAT (preamble) detection:   Yes 
Exponential backoff rate:  2

CDFs are distributions of the mean UPT or mean latency across all users in the simulation run. 
In cases where an FTP object enters a transceivers buffer to be sent but 0 bits are transferred in the simulation time the latency is recorded as 999s i.e. infinite for that object.

DL buffer occupancy reported here is calculated based on the average buffer occupancy across all eNBs/APs for a given operator across all simulation drops and includes those with no users assigned to them and with no offered traffic.

Results are for unlicensed carrier only. 
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	4
	
UPT CDF
[Mbps]
	5%
	50.29
	0.70
	0.22
	7.48
	0.12
	0.05
	0.26
	0.03
	0.02

	
	
	
	50%
	64.52
	51.13
	36.42
	26.49
	18.58
	9.88
	1.46
	1.36
	0.79

	
	
	
	95%
	92.42
	87.33
	64.35
	53.60
	44.87
	33.90
	20.78
	24.40
	18.27

	
	
	
	Mean
	68.72
	47.52
	33.73
	27.79
	18.81
	12.60
	5.02
	6.40
	3.67

	
	
	
Delay CDF
[s]
	5%
	0.059
	0.064
	0.081
	0.116
	0.119
	0.175
	0.356
	0.246
	0.348

	
	
	
	50%
	0.088
	0.128
	0.179
	0.342
	0.500
	1.511
	258.996
	238.229
	359.989

	
	
	
	95%
	0.141
	481.857
	610.282
	51.684
	795.412
	835.212
	606.629
	909.195
	910.152

	
	
	
	Mean
	0.793
	63.780
	67.307
	9.419
	159.924
	151.637
	270.775
	345.582
	372.693

	
	
	𝜌
	1.00
	0.93
	0.92
	1.00
	0.85
	0.85
	0.74
	0.67
	0.64

	
	
	BO
	17%
	30%
	40%
	46%
	55%
	66%
	76%
	75%
	84%

	
	
	𝜆
	1 Hz
	1.4 Hz
	2 Hz

	
	Additional comments: 

Scheme B(exp)  - No DLA, random 2ms-4ms Transmission gap, hidden APs. 

Sensing thresholds:  -62dBm (CCA-ED), -82dBm (CCA-PD) 
Defer period:  Yes, see scheme B in R1-153339
CCA slot length: 34us
ECCA slot length: 9us 
Inter-RAT (preamble) detection:   Yes 
Exponential backoff rate:  2

CDFs are distributions of the mean UPT or mean latency across all users in the simulation run. 
In cases where an FTP object enters a transceivers buffer to be sent but 0 bits are transferred in the simulation time the latency is recorded as 999s i.e. infinite for that object.

DL buffer occupancy reported here is calculated based on the average buffer occupancy across all eNBs/APs for a given operator across all simulation drops and includes those with no users assigned to them and with no offered traffic.

Results are for unlicensed carrier only. 
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	4
	
UPT CDF
[Mbps]
	5%
	50.29
	0.28
	0.22
	7.48
	0.08
	0.05
	0.26
	0.03
	0.02

	
	
	
	50%
	64.52
	47.89
	34.99
	26.49
	16.01
	9.56
	1.46
	1.30
	0.72

	
	
	
	95%
	92.42
	85.43
	70.24
	53.60
	42.63
	35.36
	20.78
	21.93
	18.58

	
	
	
	Mean
	68.72
	42.93
	33.74
	27.79
	16.87
	12.70
	5.02
	5.77
	3.82

	
	
	
Delay CDF
[s]
	5%
	0.059
	0.066
	0.078
	0.116
	0.135
	0.174
	0.356
	0.272
	0.358

	
	
	
	50%
	0.088
	0.145
	0.216
	0.342
	0.678
	2.407
	258.996
	278.088
	360.558

	
	
	
	95%
	0.141
	656.183
	645.770
	51.684
	847.399
	869.300
	606.629
	916.550
	910.156

	
	
	
	Mean
	0.793
	95.611
	80.606
	9.419
	174.599
	160.914
	270.775
	365.543
	374.060

	
	
	𝜌
	1.00
	0.90
	0.91
	1.00
	0.83
	0.84
	0.74
	0.64
	0.64

	
	
	BO
	17%
	34%
	43%
	46%
	58%
	67%
	76%
	76%
	84%

	
	
	𝜆
	1 Hz
	1.4 Hz
	2 Hz

	
	Additional comments: 

Scheme B(exp)  - No DLA, random up to 10ms Transmission gap, hidden APs. 

Sensing thresholds:  -62dBm (CCA-ED), -82dBm (CCA-PD) 
Defer period:  Yes, see scheme B in R1-153339
CCA slot length: 34us
ECCA slot length: 9us 
Inter-RAT (preamble) detection:   Yes 
Exponential backoff rate:  2

CDFs are distributions of the mean UPT or mean latency across all users in the simulation run. 
In cases where an FTP object enters a transceivers buffer to be sent but 0 bits are transferred in the simulation time the latency is recorded as 999s i.e. infinite for that object.

DL buffer occupancy reported here is calculated based on the average buffer occupancy across all eNBs/APs for a given operator across all simulation drops and includes those with no users assigned to them and with no offered traffic.

Results are for unlicensed carrier only. 
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	4
	
UPT CDF
[Mbps]
	5%
	50.29
	41.16
	37.64
	7.48
	1.35
	0.86
	0.26
	0.23
	0.19

	
	
	
	50%
	64.52
	62.19
	60.16
	26.49
	22.17
	20.69
	1.46
	1.46
	0.89

	
	
	
	95%
	92.42
	91.30
	87.49
	53.60
	50.55
	45.70
	20.78
	18.41
	11.37

	
	
	
	Mean
	68.72
	64.76
	61.91
	27.79
	23.29
	20.79
	5.02
	4.75
	2.70

	
	
	
Delay CDF
[s]
	5%
	0.059
	0.059
	0.064
	0.116
	0.124
	0.152
	0.356
	0.342
	1.354

	
	
	
	50%
	0.088
	0.097
	0.109
	0.342
	0.456
	0.646
	258.996
	274.097
	376.677

	
	
	
	95%
	0.141
	54.301
	33.628
	51.684
	364.503
	426.987
	606.629
	666.559
	695.475

	
	
	
	Mean
	0.793
	11.452
	10.975
	9.419
	67.717
	71.946
	270.775
	277.814
	349.798

	
	
	𝜌
	1.00
	0.98
	0.98
	1.00
	0.94
	0.93
	0.74
	0.74
	0.66

	
	
	BO
	17%
	21%
	21%
	46%
	51%
	56%
	76%
	76%
	82%

	
	
	𝜆
	1 Hz
	1.4 Hz
	2 Hz

	
	Additional comments: 

Scheme B(exp)  - No DLA, no gap, no hidden APs. 

Sensing thresholds:  -62dBm (CCA-ED), -82dBm (CCA-PD) 
Defer period:  Yes, see scheme B in R1-153339
CCA slot length: 34us
ECCA slot length: 9us 
Inter-RAT (preamble) detection:   Yes 
Exponential backoff rate:  2

CDFs are distributions of the mean UPT or mean latency across all users in the simulation run. 
In cases where an FTP object enters a transceivers buffer to be sent but 0 bits are transferred in the simulation time the latency is recorded as 999s i.e. infinite for that object.

DL buffer occupancy reported here is calculated based on the average buffer occupancy across all eNBs/APs for a given operator across all simulation drops and includes those with no users assigned to them and with no offered traffic.

Results are for unlicensed carrier only. 
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	4
	
UPT CDF
[Mbps]
	5%
	50.29
	4.62
	0.36
	7.48
	0.17
	0.06
	0.26
	0.06
	0.01

	
	
	
	50%
	64.52
	56.38
	32.07
	26.49
	21.87
	9.41
	1.46
	2.22
	0.66

	
	
	
	95%
	92.42
	86.22
	53.54
	53.60
	47.76
	30.33
	20.78
	28.90
	16.80

	
	
	
	Mean
	68.72
	53.09
	30.12
	27.79
	21.63
	11.51
	5.02
	7.52
	3.07

	
	
	
Delay CDF
[s]
	5%
	0.059
	0.063
	0.095
	0.116
	0.107
	0.191
	0.356
	0.201
	0.418

	
	
	
	50%
	0.088
	0.109
	0.187
	0.342
	0.373
	1.391
	258.996
	181.850
	360.079

	
	
	
	95%
	0.141
	301.136
	502.789
	51.684
	677.082
	814.857
	606.629
	860.626
	934.073

	
	
	
	Mean
	0.793
	34.739
	61.842
	9.419
	119.384
	149.493
	270.775
	308.784
	389.046

	
	
	𝜌
	1.00
	0.96
	0.93
	1.00
	0.89
	0.85
	0.74
	0.70
	0.62

	
	
	BO
	17%
	26%
	40%
	46%
	51%
	67%
	76%
	73%
	85%

	
	
	𝜆
	1 Hz
	1.4 Hz
	2 Hz

	
	Additional comments: 

Scheme B(exp)  - No DLA, fixed 10 ms gap, hidden APs. 

Sensing thresholds:  -62dBm (CCA-ED), -82dBm (CCA-PD) 
Defer period:  Yes, see scheme B in R1-153339
CCA slot length: 34us
ECCA slot length: 9us 
Inter-RAT (preamble) detection:   Yes 
Exponential backoff rate:  2

CDFs are distributions of the mean UPT or mean latency across all users in the simulation run. 
In cases where an FTP object enters a transceivers buffer to be sent but 0 bits are transferred in the simulation time the latency is recorded as 999s i.e. infinite for that object.

DL buffer occupancy reported here is calculated based on the average buffer occupancy across all eNBs/APs for a given operator across all simulation drops and includes those with no users assigned to them and with no offered traffic.

Results are for unlicensed carrier only. 
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	4
	
UPT CDF
[Mbps]
	5%
	50.29
	0.07
	2.79
	7.48
	0.00
	0.22
	0.26
	0.00
	0.10

	
	
	
	50%
	64.52
	42.55
	42.07
	26.49
	3.50
	8.04
	1.46
	0.32
	0.90

	
	
	
	95%
	92.42
	82.57
	84.51
	53.60
	34.61
	52.61
	20.78
	12.50
	42.10

	
	
	
	Mean
	68.72
	38.24
	40.93
	27.79
	9.61
	14.49
	5.02
	2.76
	6.94

	
	
	
Delay CDF
[s]
	5%
	0.059
	0.074
	0.067
	0.116
	0.207
	0.119
	0.356
	1.393
	0.166

	
	
	
	50%
	0.088
	0.327
	0.250
	0.342
	166.574
	22.195
	258.996
	614.994
	359.466

	
	
	
	95%
	0.141
	864.554
	152.375
	51.684
	965.635
	614.613
	606.629
	986.858
	840.539

	
	
	
	Mean
	0.793
	150.790
	25.962
	9.419
	350.595
	143.612
	270.775
	581.906
	352.379

	
	
	𝜌
	1.00
	0.84
	0.96
	1.00
	0.65
	0.85
	0.74
	0.42
	0.66

	
	
	BO
	17%
	42%
	40%
	46%
	71%
	70%
	76%
	83%
	84%

	
	
	𝜆
	1 Hz
	1.4 Hz
	2 Hz

	
	Additional comments: 

Scheme B(exp)  - DLA, no gap, hidden APs. 

Sensing thresholds:  -62dBm (CCA-ED), -82dBm (CCA-PD) 
Defer period:  Yes, see scheme B in R1-153339
CCA slot length: 34us
ECCA slot length: 9us 
Inter-RAT (preamble) detection:   Yes 
Exponential backoff rate:  2

CDFs are distributions of the mean UPT or mean latency across all users in the simulation run. 
In cases where an FTP object enters a transceivers buffer to be sent but 0 bits are transferred in the simulation time the latency is recorded as 999s i.e. infinite for that object.

DL buffer occupancy reported here is calculated based on the average buffer occupancy across all eNBs/APs for a given operator across all simulation drops and includes those with no users assigned to them and with no offered traffic.

Results are for unlicensed carrier only. 
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	4
	
UPT CDF
[Mbps]
	5%
	50.29
	6.01
	2.55
	7.48
	0.21
	0.17
	0.26
	0.06
	0.05

	
	
	
	50%
	64.52
	56.67
	32.59
	26.49
	21.61
	9.57
	1.46
	2.26
	0.69

	
	
	
	95%
	92.42
	86.63
	53.49
	53.60
	47.71
	30.05
	20.78
	29.86
	16.43

	
	
	
	Mean
	68.72
	54.43
	31.33
	27.79
	21.64
	11.51
	5.02
	7.54
	3.01

	
	
	
Delay CDF
[s]
	5%
	0.059
	0.061
	0.093
	0.116
	0.110
	0.185
	0.356
	0.187
	0.435

	
	
	
	50%
	0.088
	0.107
	0.184
	0.342
	0.375
	1.482
	258.996
	149.654
	381.517

	
	
	
	95%
	0.141
	135.227
	159.439
	51.684
	676.107
	655.460
	606.629
	863.892
	851.652

	
	
	
	Mean
	0.793
	21.698
	22.504
	9.419
	119.550
	128.715
	270.775
	307.064
	378.592

	
	
	𝜌
	1.00
	0.97
	0.97
	1.00
	0.89
	0.87
	0.74
	0.71
	0.63

	
	
	BO
	17%
	25%
	37%
	46%
	51%
	67%
	76%
	73%
	85%

	
	
	𝜆
	1 Hz
	1.4 Hz
	2 Hz

	
	Additional comments: 

Scheme B(exp)  - DLA, 10ms  transmission gap, hidden APs. 

Sensing thresholds:  -62dBm (CCA-ED), -82dBm (CCA-PD) 
Defer period:  Yes, see scheme B in R1-153339
CCA slot length: 34us
ECCA slot length: 9us 
Inter-RAT (preamble) detection:   Yes 
Exponential backoff rate:  2

CDFs are distributions of the mean UPT or mean latency across all users in the simulation run. 
In cases where an FTP object enters a transceivers buffer to be sent but 0 bits are transferred in the simulation time the latency is recorded as 999s i.e. infinite for that object.

DL buffer occupancy reported here is calculated based on the average buffer occupancy across all eNBs/APs for a given operator across all simulation drops and includes those with no users assigned to them and with no offered traffic.

Results are for unlicensed carrier only. 
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