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Introduction
In RAN1#80, it was agreed to classify the evaluated channel access schemes according to the following categories [1]:
•	Category 1: No LBT
•	Category 2: LBT without random back-off
•	Category 3: LBT with random back-off with fixed size of contention window
•	Category 4: LBT with random back-off with variable size of contention window
In this contribution, we provide detailed analysis of the Category 2 frame based LBT schemes based on extensive system and coexistence evaluation results. We identify severe robustness issues with frame based LBT in LAA–LAA coexistence scenarios. We also show some performance issues with frame based LBT in Wi-Fi–LAA coexistence scenarios.
LAA–LAA coexistence issues with frame based LBT
The frame based LBT framework allows an equipment to perform a CCA per fixed frame period. If the channel is found to be busy after CCA operation, the equipment shall defer for the fixed frame period and shall not transmit during this fixed frame period. If the channel is found to be available after the CCA operation, the equipment can commence transmission immediately. The main benefit of the frame based LBT is its conformance with the LTE subframe/frame structure. However, there are several drawbacks that have also been discussed by several companies. We provide further analysis and supporting evaluation results on these issues.
Synchronized FBE CCA
For nodes with synchronized frame timing, all nodes will perform CCA at the same time and potentially find the channel available for transmission as shown in Figure 1. 
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[bookmark: _Ref409649367]Figure 1 Potential issues of the generic frame based LBT with synchronized nodes
Operation of nodes of different networks
Figure 2 shows the performance of two co-existing LAA networks for three cases. One set of curves shows the mean and 5th percentile UPT when the two operators use an FBE LBT scheme with the two operators’ nodes being synchronized (black curves). Another set of curves shows these metrics when an FBE LBT scheme is used by the two LAA operators, but with a time offset introduced between the two networks so that there is no overlap between the CCA periods for nodes belonging to different operators. The third set of curves shows the metrics for the case where both LAA networks use an LBE LBT scheme. It can be seen that, with the use of an FBE LBT scheme, there is a very large degradation in capacity when the two operators’ networks are synchronized as opposed to the case where the two operators networks are not synchronized. That is, both LAA networks can achieve significantly higher user throughput and system capacity at low and medium loads if a timing offset is introduced to prevent nodes from the two networks from colliding. However, this may not always be possible. For TDD operators whose licensed band PCells are in the same or adjacent TDD bands, their licensed networks carrying the LAA PCells may be synchronized. In this case, LAA SCells will also have synchronized timing and introducing a timing offset between the networks is not a feasible option due to CA between the licensed and unlicensed carriers.
Furthermore, as in the 3GPP indoor test scenario, network nodes of different operators in traffic hot spot deployments are typically likely to have shorter spatial separation than network nodes of the same operator. In certain cases, operators may have to deploy their nodes right adjacent to each other due to various practical, logistical, legal and contractual constraints. The FBE LBT scheme enables all these nodes from different operators to transmit simultaneously, which can result in severe interference between nodes of the two networks and significant performance degradation as shown in Figure 2.
Observation 1: Frame based LBT induces synchronized nodes from different networks to transmit simultaneously, which causes severe degradation in network performance. For TDD operators with same or adjacent TDD bands, this issue is of particular concern.
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[bookmark: _Ref416093066]Figure 2 LAA-LAA coexistence performance of frame based LBT schemes in the indoor test scenario with FTP traffic. Each network has 4 DL-only LAA eNBs and 20 UEs. The licensed band PCell is not used for DL traffic in this test. For the FBE LBT scheme, system performance is severely degraded when the two operator networks have synchronized timing. For the LBE LBT scheme, performance is not sensitive to inter-network timing offsets.
Operation of nodes of the same network
An oft-cited advantage of FBE LBT is that it can enable nodes of the same network to operate with a frequency reuse factor of one as long as there isn’t any interference from other networks. However, it should be noted that the FBE LBT scheme also removes control of whether all nodes in the network shall operate with  reuse one from the network operator. It has been argued by proponents of the FBE LBT schemes that this simultaneous transmission from all nodes of the same network is universally beneficial. This, however, is not true because reuse-one network performance depends on network node placements and path loss characteristics of the network environment. In a dense network with small path losses between nodes such as the 3GPP indoor test scenario, network performance can be improved by removing transmissions that are expected to suffer from extremely high interference. Note further that network node placements in traffic hot spots can be subjected to a multitude of practical, logistical, legal and contractual constraints and may thus not allow optimal coverage planning. It is hence beneficial to allow the network the tools to determine whether certain nodes (e.g., nodes that are too close to each other) should not be operated in the reuse-one mode. In Figure 2, we show the performance of the load based LBT as comparison. It can be observed that, for the 3GPP indoor building scenario, it is beneficial to both system capacity and user throughput experience that channel sensing is performed to avoid strong interference at higher loads.  
Observation 2: Frame based LBT removes the control of whether all nodes in the network shall operate with reuse-one from the network operator. Depending on deployment specifics, this can cause network performance degradation.
[bookmark: _Ref416097994]Unsynchronized FBE CCA
For nodes with unsynchronized frame timing, some nodes can have definitive advantages in getting access to the channel over some other nodes as shown in Figure 3. For the 0.5 MB FTP file size tested in the 3GPP scenarios, we do not directly observe this network lock-out effect. However, this network lock-out effect is a protocol robustness issue even for low or medium loads. In terms of service latency in actual deployments, it may be acceptable for one network to wait for another network to finish a 0.5 MB file as in the 3GPP simulation setup. It may however cause service interruption or reset if a network is serving a large file (e.g., tens or hundreds of MB) download and locks out the other network. 
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(a) Case with equal frame length
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(b) Case with different frame lengths
[bookmark: _Ref416096574]Figure 3 Potential issues of the generic frame based LBT with unsynchronized nodes
Some mitigation measures have been discussed such as dynamic frame length reconfiguration and load information exchange between different operator networks. Changing the frame length can increase or decrease the frequency of LBT opportunities of a frame based LBT network. This dynamic reconfiguration can be a useful tool to adjust to the load situation when coexisting with a Wi-Fi network. However, reconfiguring the frame length cannot address the network lock-out issue as long as the CCA timings between the two networks are not overlapping as shown in Figure 3(b). Exchanging network load information is not always feasible particularly considering the large number of nodes that may be deployed (because the cells have small coverage due to output power regulation).
One robust approach to break the network lock-out situation is to add frame skipping provision into the protocol. That is, a frame based LBT node shall skip performing LBT for the frame following certain number of successful frame based LBT accesses. For example, a frame based LBT node may be required to skip LBT (and forgoes a 4 ms channel access chance) if it has succeeded five times (and hence has occupied the channel for 20 ms). This example provision can limit the latency caused by network lock out to 20 ms. However, it comes with a cost of reduced network performance at lower loads. That is, the throughputs of nodes following such a protocol are reduced by 1/6=17% at lower loads.
Observation 3: Frame based LBT is not a robust protocol to address deployments with unsynchronized network nodes.
Wi-Fi–LAA coexistence with frame based LBT
The FBE LBT protocol allows good performance for a coexisting Wi-Fi network, but is generally very inflexible in adapting to interference due to substantially fewer LBT opportunities than a coexisting Wi-Fi system. In contrast, an LBE LBT protocol has greater flexibility in transmitting on the channel at any time and thus is more robust in high load situations. This is especially true in scenarios where the number of LAA nodes is much lower than the number of co-existing Wi-Fi nodes which are relevant to the designs for DL-only LAA (where only the eNBs contend for the channel) as well as DL+UL LAA (where only a few scheduled UEs contend for UL transmissions in any given subframe).
In Figure 4, we consider coexistence evaluation results for the indoor scenario with FTP traffic for the following cases.
· Baseline case: Operator A Wi-Fi network has DL traffic only and Operator B Wi-Fi network has DL and UL traffic (with 80/20 split).
· LAA coexistence case: Operator A network is changed to a LAA network.
Considering first the test results for the baseline case with two Wi-Fi networks, we can observe that 
· The Wi-Fi network with both DL and UL traffic (and consequently more nodes contending for channel access) manages to achieve higher served traffic even when the offered load is the same as the other Wi-Fi network with only DL traffic (and consequently fewer nodes contending for channel access). 
· It can be further observed that, as one of the Wi-Fi networks attempts to serve more and more UL traffic, the performance of the other Wi-Fi network becomes more and more severely degraded, which can be clearly observed in the “bending back” of the served traffic for Operator A network.
For the LAA network, we evaluate the performance of the frame based LBT algorithm. For these evaluations, licensed band PCell is not used for DL traffic in the LAA network. As in the baseline case, we can observe that 
· The Wi-Fi network with both DL and UL traffic manages to achieve higher served traffic than the LAA network when the offered loads to both networks are identical. 
· As the Wi-Fi network attempts to serve more and more UL traffic, the LAA network performance becomes more and more severely depressed.
· The disparity of served traffic between the two networks is even more prominent in the LAA−Wi-Fi coexistence case than in the Wi-Fi−Wi-Fi baseline case. This is shown in the much sharper “bending back” of the served traffic for the Operator A LAA network.
The above conclusions are further corroborated by considering the served-to-offered traffic ratio for different arrival rates for the coexisting Wi-Fi and LAA networks where the LAA network uses an FBE LBT protocol. This is shown in Table 1 where the LAA network becomes unstable with significant outage while the Wi-Fi network continues to operate at a stable operating point. LBE LBT schemes are much better equipped to deal with this type of channel starvation as discussed further in the Appendix.
Table 1 DL served-to-offered traffic ratio for the indoor test scenario with FTP traffic. Each network has 4 eNBs/APs and 20 UEs. Operator A network has only DL traffic and Operator B network has DL and UL traffic with 80/20 split. For LAA with frame based LBT, licensed band PCell is not used for DL traffic in this test.
	Arrival rate (file/s)
	0.2
	0.33
	0.43
	0.56
	0.67

	Op. A FBE LAA served-to-offered ratio
	100%
	100%
	100%
	87%
	68%

	Op. B Wi-Fi served-to-offered ratio
	100%
	100%
	100%
	97%
	93%
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[bookmark: _Ref416103022]Figure 4 DL user throughputs of the indoor test scenario with FTP traffic. Each network has 4 eNBs/APs and 20 UEs. Operator A network has only DL traffic and Operator B network has DL and UL traffic with 80/20 split. For the LAA with frame based LBT, licensed band PCell is not used for DL traffic in this test.
We can arrive at the following observation from these evaluation results:
Observation 4: Frame based LBT has difficulty competing for channel access with Wi-Fi due to substantially fewer LBT opportunities than the Wi-Fi system. This problem is particularly prominent when the Wi-Fi network with DL and UL traffic has substantially more nodes contending for the channel.
Conclusions
In this contribution, we provide a detailed analysis of the Category 2 frame based LBT scheme based on extensive system coexistence evaluations. We observe the following.
Observation 1: Frame based LBT induces synchronized nodes from different networks to transmit simultaneously, which causes severe degradation in network performance. For TDD operators with same or adjacent TDD bands, this issue is of particular concern.
Observation 2: Frame based LBT removes the control of whether all nodes in the network shall operate with reuse-one network from the network operator. Depending on deployment specifics, this can cause network performance degradation.
Observation 3: Frame based LBT is not a robust protocol to address deployments with unsynchronized network nodes.
Observation 4: Frame based LBT has difficulty competing for channel access with Wi-Fi due to substantially fewer LBT opportunities than the Wi-Fi system. This problem is particularly prominent when the Wi-Fi network with DL and UL traffic has substantially more nodes contending for the channel.
Based on the discussion in the previous sections leading to the above observations, we propose the following.
Proposal: A category 2 frame based LBT approach should not be considered further for LAA LBT design.
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Appendix
Details of frame based LBT tested in this document
The first 3 OS is budget for silent period and CCA window of 20 μs right before the start of the 4th OS. If CCA is successful, the eNB transmits for 11+3×14=53 OS. Therefore, the fixed frame length is 4 ms.
When two LAA networks are not synchronized, the second network has 0.5 ms timing offset relative to the first network.
Comments on related adaptations of LBE LBT schemes
A node using an LBE LBT algorithm can implement a freeze period mechanism introduced in [2] which can then make the LBE LBT algorithm resemble an FBE LBT scheme. However, the LBE LBT algorithm still allows nodes with synchronized timing to randomize transmission opportunities by using different random backoff counters. It can also allow certain nodes to operate in reuse-one mode by synchronizing their random backoff counters. That is, the LBE LBT algorithm used in conjunction with freeze periods does not have the same shortcomings as the frame based LBT when network nodes have synchronized timing.
However, if the freeze period were to be used irrespective of the load, the LBE LBT algorithm would have the same channel lock-out issues when different networks have unsynchronized frame timings as shown in Figure 5. But, an LBE LBT algorithm can always adapt to conditions leading to channel starvation by simply adapting its freeze period so that, in the limit, it conforms to a generic LBE LBT scheme that can start transmissions anywhere without any restrictions. Thus, an LBE LBT scheme has a very high degree of flexibility in how it operates which makes it more robust in coexisting with nodes from other networks and technologies.
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[bookmark: _Ref416095366]Figure 5: Network lock-out in the load based LBT with freeze period algorithm in [2]

Tabular results for FBE LBT schemes
[bookmark: _Ref414616617]Table 1: Indoor deployment for LAA and LAA coexistence case with synchronized LAA networks, one shared unlicensed carrier and 100% DL FTP traffic, LAA LBT follows the frame based LBT algorithm with maximum transmit duration of 4ms, 200us idle time and 20us sensing time.
	Tdoc /
Company
	LAA LBT cat.
	Reported parameters
	Low load
BO range: 10%~25%
	Medium load
BO range: 35%~50%
	High load
BO range: above 55%

	
	
	
	LAA opt. 1
	LAA opt. 2
	LAA opt. 1
	LAA opt. 2
	LAA opt. 1
	LAA opt. 2

	Ericsson
	2
	
UPT CDF
[Mbps]
	5%
	43.39
	44.24
	21.19
	21.43
	3.12
	2.84

	
	
	
	50%
	79.41
	79.38
	54.07
	53.56
	30.17
	29.46

	
	
	
	95%
	101.81
	102.75
	85.91
	86.74
	66.83
	67.24

	
	
	
	Mean
	78.45
	78.48
	55.47
	55.42
	33.44
	33.26

	
	
	
Delay CDF
[s]
	5%
	0.038
	0.038
	0.051
	0.055
	0.075
	0.076

	
	
	
	50%
	0.152
	0.163
	0.466
	0.469
	0.809
	0.803

	
	
	
	95%
	1.116
	1.167
	2.504
	2.622
	4.151
	3.983

	
	
	
	Mean
	0.361
	0.371
	0.878
	0.859
	1.457
	1.36

	
	
	𝜌
	0.95
	0.94
	0.86
	0.85
	0.77
	0.75

	
	
	BO
	0.2
	0.2
	0.4
	0.4
	0.6
	0.61

	
	
	𝜆
	0.30327 files/s
	0.376629 files/s
	0.448957 files/s

	
	Company/tdoc: R1-153118
Additional information:
Sensing threshold used: -82 dBm
Whether defer periods are used or not: yes
CCA and ECCA slot length: 20 μs
Inter-operator synchronization for LAA-LAA coexistence: synchronized
Whether or not intra and/or inter-RAT detection is assumed: no
Any significant deviations from evaluations methodology and assumptions:



Table 2: Indoor deployment for LAA and LAA coexistence case with an offset of 0.5ms between the two LAA networks, one shared unlicensed carrier and 100% DL FTP traffic, LAA LBT follows the frame based LBT algorithm with maximum transmit duration of 4ms, 200us idle time and 20us sensing time.
	Tdoc /
Company
	LAA LBT cat.
	Reported parameters
	Low load
BO range: 10%~25%
	Medium load
BO range: 35%~50%
	High load
BO range: above 55%

	
	
	
	LAA opt. 1
	LAA opt. 2
	LAA opt. 1
	LAA opt. 2
	LAA opt. 1
	LAA opt. 2

	Ericsson
	2
	
UPT CDF
[Mbps]
	5%
	42.77
	44.84
	19.61
	20.36
	11.35
	11.45

	
	
	
	50%
	72.89
	73.13
	48.98
	48.72
	30.53
	30.37

	
	
	
	95%
	94.2
	93.58
	74.52
	72.44
	53.47
	50.58

	
	
	
	Mean
	73.05
	73.13
	49.9
	49.66
	32.31
	31.95

	
	
	
Delay CDF
[s]
	5%
	0.044
	0.044
	0.088
	0.075
	0.166
	0.125

	
	
	
	50%
	0.094
	0.092
	0.312
	0.319
	0.677
	0.721

	
	
	
	95%
	0.336
	0.333
	0.955
	1.134
	1.764
	2.312

	
	
	
	Mean
	0.144
	0.144
	0.425
	0.472
	0.838
	0.992

	
	
	𝜌
	0.99
	0.99
	0.94
	0.94
	0.83
	0.83

	
	
	BO
	0.2
	0.2
	0.4
	0.4
	0.6
	0.6

	
	
	𝜆
	0.47791 files/s
	0.601928 files/s
	0.706904 files/s

	
	Company/tdoc: R1-153118
Additional information:
Sensing threshold used: -82 dBm
Whether defer periods are used or not: yes
CCA and ECCA slot length: 20 μs
Inter-operator synchronization for LAA-LAA coexistence: not synchronized
Whether or not intra and/or inter-RAT detection is assumed: no
Any significant deviations from evaluations methodology and assumptions:




image4.emf
2 4 6 8 10 12 14

0

20

40

60

80

100

120

Total served traffic per operator per AP [Mbps]

Object Data Rate Per User (Mean and 5th perc) [Mbps]

 

 

Op.A WiFi DL

Op.B WiFi DL

Op.A LAA no lic. FBE DL

Op.B WiFi DL


image5.png
Network1 [T [ 111





image1.png
Operator 1

Operator 2

Operator 1

Operator 2

[ 1] C]

¢t I IC]

Operator 1 | | 1l A
IC] IC] Ic]
IC] Ic| ic]
Operator 2 a i a

c¢) Non-synchronized LAA nodes

Wi-Fi

[
5
d) LAA and Wi-Fi nodes





image2.emf
2 4 6 8 10 12 14 16

0

20

40

60

80

100

120

Total served traffic per operator per AP [Mbps]

Object Data Rate Per User (Mean and 5th perc) [Mbps]

 

 

Op.A LAA no lic. FBE no offset DL

Op.B LAA no lic. FBE no offset DL

Op.A LAA no lic. FBE 0.5ms offset DL

Op.B LAA no lic. FBE 0.5ms offset DL

Op.A LAA no lic. LBE DL

Op.B LAA no lic. LBE DL


image3.png
55

55





