3GPP TSG-RAN WG1 Meeting #81


     R1-152800
Fukuoka, Japan, May 25-29, 2015
Agenda item:
6.2.6.2
Source: 
Qualcomm Incorporated
Title: 
Impact of Network Synchronization Error on OTDOA Baseline Performance
Document for:

Discussion and Decision
1.  

Introduction
OTDOA positioning requires accurate network synchronization. The synchronization requirements for positioning are much more stringent compared to the synchronization requirements for communication purposes. Any remaining eNB synchronization offset directly affects the positioning performance.
In this contribution, we evaluate the impact of network synchronization error on OTDOA baseline performance [1] for the agreed evaluation scenarios [2].

The simulation assumptions and parameter used for these results are summarized in the Annex of [1].
2.  

Modelling of Network Synchronization Error

The network synchronization error, per UE dropping, is defined as a truncated Gaussian distribution of T1 ns rms between an eNB and a timing reference source which is assumed to have perfect timing, subject to a largest timing  difference of T2 ns, where T2 = 2×T1 [2]. That is, the range of timing errors is [-T2, T2]. Figure 1 below shows an example of the eNB timing error distribution for T1 = 50 ns. 
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Figure 1: Histogram of eNB timing error for T1=50 ns.
3.  

Impact of Network Synchronization Error on OTDOA
 

Baseline Performance
3.1


Case #1, Outdoor Macro and Outdoor Small Cell Deployment

The following Figures show the horizontal OTDOA positioning error CDF for various values of timing error T1 for Case#1 (outdoor macro and outdoor small cell deployment scenario, including the special case of a macro-only deployment (0 small cells)) [2]. Both, the macro cells and small cells (if applicable) operate at 2 GHz carrier frequency (co-channel deployment). The baseline results [1] for a perfectly synchronized network are included for reference (T1 = 0 ns). The Tables next to each Figure summarize the 40, 50, 70, 80, and 90-percentile error of the CDF together with the success rate (yield). The Table also shows the performance degradation in percent compared to the baseline. 
0 Small Cells per cluster:
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	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	21
	23
	26
	29

	
	50-% error [m]
	26
	27
	30
	35

	
	70-% error [m]
	36
	38
	42
	47

	
	80-% error [m]
	43
	46
	50
	55

	
	90-% error [m]
	57
	58
	64
	70

	
	Success rate [%]
	99.42
	99.42
	99.42
	99.42

	
	% < 50 m [%]
	86
	85
	81
	75

	
	

	
	Performance Degradation in Percent (compared to baseline)

	
	
	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	0
	10
	24
	38

	
	50-% error [m]
	0
	4
	15
	35

	
	70-% error [m]
	0
	6
	17
	31

	
	80-% error [m]
	0
	7
	16
	28

	
	90-% error [m]
	0
	2
	12
	23

	
	Success rate [%]
	0
	0
	0
	0

	
	% < 50 m [%]
	0
	-1
	-6
	-13

	
	


4 Small Cells per cluster:
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	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	15
	16
	20
	25

	
	50-% error [m]
	17
	19
	23
	29

	
	70-% error [m]
	24
	26
	31
	39

	
	80-% error [m]
	27
	30
	36
	45

	
	90-% error [m]
	36
	40
	46
	54

	
	Success rate [%]
	98.95
	98.25
	96.49
	94.50

	
	% < 50 m [%]
	97
	97
	93
	86

	
	

	
	Performance Degradation in Percent (compared to baseline)

	
	
	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	0
	7
	33
	67

	
	50-% error [m]
	0
	12
	35
	71

	
	70-% error [m]
	0
	8
	29
	63

	
	80-% error [m]
	0
	11
	33
	67

	
	90-% error [m]
	0
	11
	28
	50

	
	Success rate [%]
	0
	-1
	-2
	-4

	
	% < 50 m [%]
	0
	0
	-4
	-11

	
	


10 Small Cells per cluster:
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	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	14
	15
	20
	25

	
	50-% error [m]
	17
	18
	23
	29

	
	70-% error [m]
	23
	25
	31
	40

	
	80-% error [m]
	27
	31
	39
	49

	
	90-% error [m]
	35
	40
	49
	62

	
	Success rate [%]
	99.06
	97.08
	93.10
	88.30

	
	% < 50 m [%]
	96
	95
	91
	81

	
	

	
	Performance Degradation in Percent (compared to baseline)

	
	
	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	0
	7
	43
	79

	
	50-% error [m]
	0
	6
	35
	71

	
	70-% error [m]
	0
	9
	35
	74

	
	80-% error [m]
	0
	15
	44
	81

	
	90-% error [m]
	0
	14
	40
	77

	
	Success rate [%]
	0
	-2
	-6
	-11

	
	% < 50 m [%]
	0
	-1
	-5
	-16

	
	


As can be seen from the Figures and Tables above any network synchronization error negatively impacts positioning performance. From the simulation scenarios above, it can be observed that this impact is somewhat bigger in dense deployment scenarios.  The Figure below summarizes the performance degradation at the 90-percentile of the positioning error CDF for the three values of T1 and with 0, 4, and 10 small cells per cluster. With 0 small cells (macro only), the performance degradation at the 90-percentile is [2%, 12%, 23%] for T1 = [50ns, 100ns, 150ns], respectively.  For 4 small cells per cluster, the corresponding performance degradation is [11%, 28%, 50%], and for 10 small cells per cluster, the corresponding performance degradation is [14%, 40%, 77%]. A similar trend can be observed for the other percentile error values and the success rate.
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The reason for the above observed behaviour may be the following: With a dense small cell deployment scenario (10 small cells per cluster), and most UE drops within the small cell cluster (2/3 of the UE drops), most neighbour cell measurements are made to cells with relative short distances (i.e., the true distance between UE and small cells is usually much smaller compared to the distance between UE and macro cells). The impact of the synchronization error (or any other error source) is bigger for small distances, because an additional error of e.g., 10 m (due to synchronization) compared to a true distance of 30 m has a bigger overall impact on position calculation compared to a 10 m error for a true distance of 300 m. 
On the other hand, the positioning performance with small cells is much better compared to the macro-only case, and therefore, higher network synchronization errors may be tolerable. For example, the macro-only scenario shows a 90-percentile positioning error of 57 m in a perfectly synchronized network (T1=0ns). With 4 small cells per cluster, and even T1=150ns, the 95-percentile error is still less than 57 m. 
It should also be noted, that in these scenarios the UE typically reports about 16 RSTD measurements. Therefore, the impact of network synchronization error with the agreed synchronization error model appears to be generally low, because part of this error "averages out" in the position calculation. 

3.2


Case #2, Outdoor Macro and Indoor Small Cell Deployment

The following Figure shows the horizontal OTDOA positioning error CDF for various values of timing error T1 for Case#2 (outdoor macro and indoor small cell deployment scenario [2]. Both, the macro cells and small cells operate at 2 GHz carrier frequency (co-channel deployment). The baseline results [1] for a perfectly synchronized network are included for reference (T1 = 0 ns). The Tables next to each Figure summarize the 40, 50, 70, 80, and 90-percentile error of the CDF together with the success rate (yield). The Table also shows the performance degradation in percent compared to the baseline. 
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	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	7
	12
	21
	27

	
	50-% error [m]
	9
	14
	24
	33

	
	70-% error [m]
	15
	21
	37
	48

	
	80-% error [m]
	20
	27
	45
	63

	
	90-% error [m]
	29
	37
	65
	108

	
	Success rate [%]
	70.32
	63.16
	52.78
	46.35

	
	% < 50 m [%]
	97
	97
	85
	73

	
	

	
	Performance Degradation in Percent (compared to baseline)

	
	
	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	0
	71
	200
	286

	
	50-% error [m]
	0
	56
	167
	267

	
	70-% error [m]
	0
	40
	147
	220

	
	80-% error [m]
	0
	35
	125
	215

	
	90-% error [m]
	0
	28
	124
	272

	
	Success rate [%]
	0
	-10
	-25
	-34

	
	% < 50 m [%]
	0
	0
	-12
	-25

	
	


In this scenario, there are 16 small cells per building deployed. The trend observed in Case#1 in section 3.1 above is reconfirmed in this Case #2; i.e., the network synchronization error has a bigger impact on performance in dense deployments.     
3.3


Case #2a, Outdoor Macro and Sparse Indoor Small Cell Deployment

The following Figure shows the horizontal OTDOA positioning error CDF for various values of timing error T1 for Case#2a (outdoor macro and sparse indoor small cell deployment scenario [2]. Both, the macro cells and small cells operate at 2 GHz carrier frequency (co-channel deployment). The baseline results [1] for a perfectly synchronized network are included for reference (T1 = 0 ns). The Tables next to each Figure summarize the 40, 50, 70, 80, and 90-percentile error of the CDF together with the success rate (yield). The Table also shows the performance degradation in percent compared to the baseline. 
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	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	16
	18
	22
	27

	
	50-% error [m]
	20
	22
	25
	31

	
	70-% error [m]
	28
	30
	36
	43

	
	80-% error [m]
	34
	37
	43
	51

	
	90-% error [m]
	44
	48
	54
	62

	
	Success rate [%]
	91.35
	91.11
	89.24
	87.02

	
	% < 50 m [%]
	93
	92
	88
	78

	
	

	
	Performance Degradation in Percent (compared to baseline)

	
	
	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	40-% error [m]
	0
	13
	38
	69

	
	50-% error [m]
	0
	10
	25
	55

	
	70-% error [m]
	0
	7
	29
	54

	
	80-% error [m]
	0
	9
	26
	50

	
	90-% error [m]
	0
	9
	23
	41

	
	Success rate [%]
	0
	0
	-2
	-5

	
	% < 50 m [%]
	0
	-1
	-5
	-16

	
	


In this Case #2a, there are 2 small cells per building deployed. Therefore, the impact of network synchronization error on baseline performance is between Case#1 with 0 and 4 small cells per cluster.
4.  

Summary

In this contribution, we investigated the impact of network synchronization error on OTDOA baseline performance using the agreed evaluation scenarios. 
From the simulation results it can be observed that the impact of network synchronization error on baseline performance depends on the number of small cells deployed and measured by the UE. In these evaluation scenarios, the impact of network synchronization error is bigger in dense deployment scenarios.
Proposal 1: 
Include the results in TR 37.857.
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