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1
Introduction   


eCoMP WI [1] has been approved in RAN#62 based on eCoMP SI outcome [2]. The target of the WI is to standardize needed inter-eNB signaling to support eCoMP. Thus the type of interface needs to be determined to standardize the signaling. In this paper, we discuss and compare the possible interface and architecture options to enable inter-eNB CoMP and conclude the current X2 interface is enough. 
2 
Potential architecture to support inter-eNB CoMP
There are two types of coordination architectures to support inter-eNB CoMP, namely the a) centralized and b) distributed approaches. In the centralized architecture, all of the necessary information is gathered and jointly processed by one node to make muting decisions. In contrast, distributed architecture relies on peer-to-peer coordination to make muting decisions. In this section we compare the two architectures with ideal and non-ideal backhaul assumptions. 

The centralized architecture is a straightforward logical structure to support inter-eNB coordination. Figure 1 left illustrates the enhanced LTE architecture with centralized coordination. A new node called “Centralized Scheduler” is added to jointly process the CQI reports from all the eNBs to make muting decision. A new interface “Xn” needs to be defined between the eNBs and the centralized scheduler. The coordination procedure includes the following steps:

1. eNBs send per-UE CQI and average UE throughput information to centralized scheduler through Xn.

2. The centralized scheduler jointly processes the information received from the eNBs 
3. The centralized scheduler sends the muting decision back to the eNBs through Xn. 
4. Based on the muting decision, each eNB performs scheduling and link adaptation for its pending PDSCH transmissions.
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Figure 1. Centralized and distributed architecture

Figure 1 (right) illustrates the LTE distributed architecture, where X2 connections can be established between any two eNBs in the coordination area. In this way, each eNB can exchange information, e.g. UE CQI and historical throughput, or cell specific benefit and penalty metric with the other eNBs within the same coordination area to make muting decisions. Since each eNB decides on the muting pattern for the whole co-ordination area, a mechanism is needed to keep the decision synchronized. The procedure of coordination in a distributed setup includes the following steps:

1. eNBs exchange related information, helping to make muting decision, with neighbor eNBs using X2 interface. 

2. Based on the available information, each eNB calculates the muting pattern using a specific algorithm, see[3] 
3. eNBs exchange muting decision with neighbors to resolve possible conflicts through X2 interface
4. Each eNB follows the muting decision and schedules its pending PDSCH transmissions. 
3
Compare Centralized and Distributed Architecture
Comparing the two architectures, the key difference is in which node makes the muting decision. There are multiple decision makers in the distributed architecture. Considering ideal backhaul where the latency is close to zero, it’s easy to guarantee identical CQI and UE average throughput information available at each eNB when making muting decision. Therefore, the distributed and centralized approaches will result in the same muting decisions and performance if ideal backhaul is in place.
Observations: Centralized and Distributed architecture can result in identical muting decisions and performance if ideal backhaul is assumed.
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Figure 2 Information flow in centralized (left) and distributed (right) architecture

When considering non-ideal backhaul, latency applies when the coordinating eNBs are sending CQI and UE average throughput information to the centralized scheduler in centralized architecture. Therefore the muting decision is based on delayed information from all eNBs as shown in Figure 2 (left). In contrast, every eNB is a decision maker in a distributed architecture. Therefore it can always utilize fresh information (CQI and average UE throughput) from its own UEs and delayed information from other eNBs’ UEs, as illustrated in Figure 2 (right). With fresh CQI information, higher frequency selective gain can be obtained when deciding on the muting pattern. With more up-to-date information on the number of active UEs and the average UE throughput information, more appropriate decisions can be made on the number of PRBs that can be muted.
As a consequence of the multiple decision makers in distributed architecture, the input information for muting decision available at each eNB is different. As shown in Figure 2(right), the information available at eNB-1 includes fresh CQI information from UEs attached to the eNB-1 and delayed CQIs for UEs attached to the eNB-2 and eNB-3. Meanwhile, CQI information available at eNB-2 is fresh CQIs from the UEs attached to the eNB-2 and delayed CQIs from the UEs under control of eNB-1 and eNB-3. As a consequence, eNB-1 and eNB-2 may come up with conflicting decisions (e.g. eNB-1 wants eNB-2 to mute, whereas eNB-2 decides not to mute). As such, a simple conflict resolution mechanism is designed to get synchronized muting decision: every eNB can decide the muting pattern for its own cells, which is a subset of the complete muting decision:


[image: image5.wmf]}

{

k

a

k

A

a

C

C

Î

=

, where k is the index of eNB, and 
[image: image6.wmf]k

A

 is the set of cells under the control of eNB k.

With each eNB only partly aware of the overall muting decision, eNBs then exchanges their decisions with other eNB’s. As in Figure 3, after decision exchange, each eNB can get all the subsets from other eNBs and formulate the complete muting decision as:
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Such method can resolve the conflicts effectively. Meanwhile, the latency introduced is the same as in centralized architecture where centralized node needs to send the muting decision to eNBs. However, none of the individual eNBs can determine the muting pattern for the entire coordination area. Thus, the global optimization gain is reduced compared to the centralized architecture.
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Figure 3 Decision exchange in distributed architecture

In summary, distributed architecture can fully utilize locally available fresh CQI information at each eNB to take advantage of frequency-selective scheduling gains (muting decision relying on fresh CQI can better fit the channel), while the centralized approach jointly processes all CQI resulting global optimization gain, as illustrated by Figure 4.
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Figure 4. Centralized v.s. Distributed architecture

4
Simulations
In this section, we give our simulation results for Macro scenario (CoMP scenario.2), 3 cases has been evaluated in our simulation, single cell (no COMP), Intra-site CoMP and inter-site CoMP. The detail coordinated muting scheme can be found in [3] and the simulation parameters are complying with [2]. We also simulated inter-eNB CoMP with 21 cells, it’s not drawn here to save pages. 
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Figure.1 scenario illustration
Figure 5. Macro-only scenarios (left: no CoMP, middle: intra-site CoMP (Rel.11), right: Inter-eNB CoMP (9cells))
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Figure 6. Simulation results of Macro-only scenarios
The left plot in Figure 6 shows the performance inter-eNB coordinated muting under ideal backhaul assumption. Such results can be considered as upper bound of inter-eNB coordinated muting performance. Coordination area with 9 cells is the most attractive inter-eNB CoMP scenario considering marginal gain from 21 cells and the substantial complexity. Meanwhile, the gain is mainly in relatively high load zone where 9.6Mbps load is offered corresponding to ~70% RU when muting is not applied. 

The right plot in Figure 6 shows coordinated muting performance under different latency assumptions in the most preferable scenarios: (9 cells and 9.6Mbps). Clearly, DCM based on centralized architecture is much more sensitive to the backhaul latency than the distributed approach. This is due to using outdated CQI information for muting decision in case of centralized approach while distributed DCM always has fresh CQI available from its own eNB. When extremely large backhaul latency applies, the performance of inter-site distributed DCM approaches that of intra-site DCM which is also using fresh CSI from its own eNB to make muting decision. Even with a modest backhaul latency assumption of 5ms, distributed architecture performs better than the centralized one. 

Observation-1: Inter-eNB coordinated muting can work well under current X2 interface with distributed architecture.

Observation-2: Centralized is not necessarily performing better than distributed, in fact, Distributed based coordinated muting is more robust to backhaul latency than centralized based
4
Conclusions

In this paper, we give detailed proposals on coordinated muting based on centralized and distributed architecture. Both architectures can provide good support of inter-eNB coordination. In the simulation, it is observed that distributed architecture is more robust to backhaul latency since fresh CSI available at each eNB and fresh information on number of active UEs and their average UE throughputs can always be used. Therefore it is concluded that current X2 interface can support inter-eNB CoMP well. 
Observation-1: Inter-eNB coordinated muting can work well under current X2 interface with distributed architecture.

Observation-2: Distributed based DCM is more robust to backhaul latency than centralized DCM

References

[1] RP-102103, Inter-eNB CoMP for LTE, Samsung, RAN#62, Dec.2013
[2] 3GPP TR 36.874: "Coordinated multi-point operation for LTE with non-ideal backhaul ", 2013.

[3] R1-136023, “Simulation Results for CoMP scenario.2 with non-ideal backhaul”, Nov 2013

Intra-site CoMP








_1450186915.unknown

_1450186916.unknown

_1450186914.unknown

