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1 Introduction
In this contribution, we compare distributed control with centralized control for D2D broadcast with a focus on resource allocation schemes for the out of coverage scenario. Following up on the contribution [1], we further compare distributed approach with time domain resource grouping approaches proposed in [2] [3].

In this contribution, we argue that the gain showed in [2] [3] of time domain grouping can be obtained via distributed mechanisms.  In particular, we present simulation results comparing a distributed scheme with scheme proposed in [2] and show very similar performance which is summarized in the table below: 
Table 1 Fraction of successful VOIP links

	Drop
	Distributed
	CH

	Option 5 (In-Out)
	90% (3 TX), 82% (12 TX)
	91 % (3 TX), 72% (12 TX)

	Option 5 (Hotspot)
	83% (3 TX), 55% (12 TX)
	80 % (3 TX), 62% (12 TX)

	Option 5 (Uniform)
	77% (3 TX), 52% (12 TX)
	72% (3 TX), 53% (12 TX)


We make the following main observation in this contribution based on the results above

Observation: time domain grouping gains can be obtained via a distributed protocol.

In Section 2, we motivate time domain grouping as proposed in [2], [3] and propose and motivate a distributed approach to do the same. 

In Section 3, we present simulation results for D2D broadcast with VOIP communication, and discuss the implications of the simulation results to the design.

We conclude the contribution in Section 4. 

2  Time  Domain Grouping 
2.1 Motivation behind time domain grouping

The motivation for time domain grouping as explained in [2] [3] is to minimize the outage region due to in-band emissions. The outage region becomes small when the two transmitters are close to each other, which suggests that transmitters that are close by should transmit at the same time (i.e. should FDM). 
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Figure 1 Outage zone due to in-band emissions
This is illustrated in the figure above – where the outage zone for TX1 due to interference from TX2 is shown: when TX2 is close to TX1, the outage zone is much smaller than when TX2 is farther than TX1. This leads to the design intuition behind [2] [3] to group UEs that are close by to transmit at the same time.  More quantitative justification for this is presented in [2] [3], and hence we omit it from this contribution. 
2.2 How to do the grouping?

In this contribution, we follow the resource structure proposed in [2] for comparison. In particular, resources are divided into a TDM/FDM grid as shown in the figure below, and TX UEs select a set of resources in this grid.  
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Figure 2 Resource grid structure
Here, we discuss two approaches to perform resource selection (i) CH based (ii) distributed approach.

The CH based approach in [2] [3] can be summarized as a three step approach:

1. Step 1: UEs sequentially decide to become a CH if they do not see another CH within a certain pathloss

a. UEs associate to the closest CH

2. Step 2:   CHs select which time resource it (and all associated UEs) should select

3. Step 3:  CHs select which frequency resource should the associated UEs use 

The distributed approach us a two step approach where UEs directly and sequentially decide which time and frequency resource that they should use (without any notion of a CH). In particular, 
1. Time resource selection: a UE selects a time resource that is

a. Used by majority of the UEs within 90 dB of the UEs

b. Not used by any other UEs within 90 to 120 dB of the UE 

2. Frequency resource selection: 

a. Based on minimum received energy

We note that parameters related to various thresholds for CH based algorithms are given in [2] [3].
3  Simulation Comparison
In this section, we compare quantitatively a centralized scheme based on the proposal in [2] with a distributed scheme based on the proposal in [4] with changes described in Section 2. Most of the design details of the schemes simulated are given in the respective contributions. 
3.1 Simulation Assumptions

Table 2 Simulation Assumptions

	Parameters
	Assumptions

	Layout
	Option 5 (ISD = 1732m) – uniform, hotspot, indoor/outdoor 

	Carrier Frequency, System Bandwidth
	700 MHz, 10 MHz

	Num TX
	3/Cell  or 12/Cell 

	Number of UEs
	32/Cell 

	TX Power
	23 dBm

	Num RX antennas
	2 

	Channel Model/ Fading
	As per [4]

	IBE Model
	W,X,Y,Z = {3,6,3,3}

	VOIP Packet Size
	44 Bytes (incl. CRC)

	VOIP Coding/Modulation
	Turbo/QPSK

	Number of transmissions per packet
	4

	
	Distributed
	 CH

	Resource Allocation Schemes
	As described in Section 2
	As per [2]


3.2 Simulation Comparison

The simulation results are summarized in the table below, and also presented in the figures below the table. 

Table 3 Fraction of successful VOIP links

	Drop
	Distributed
	CH

	Option 5 (In-Out)
	90% (3 TX), 82% (12 TX)
	91 % (3 TX), 72% (12 TX)

	Option 5 (Hotspot)
	83% (3 TX), 55% (12 TX)
	80 % (3 TX), 62% (12 TX)

	Option 5 (Uniform)
	77% (3 TX), 52% (12 TX)
	72% (3 TX), 53% (12 TX)
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Figure 3 CDF of fraction of packets missed by a link
3.3 Design Implications 

Based on the results presented above, we make the following observation:
Observation 1: both CH based and distributed grouping techniques yield similar performance for VOIP. 

Based on this observation, we make the following proposal

Proposal 1: the time domain grouping techniques should be considered as an independent issue from the architectural decision of distributed vs. CH techniques.
We note that the gain of time domain grouping schemes is crucially dependent on in-band emissions model. For example, the gain would not exist without the in-band emissions. 

Observation 2: gains of time domain grouping are crucially dependent on the in-band emissions model.
Next, we note that the design as proposed in [2] [3] is tuned for VOIP traffic as well as the emissions model. In particular, the resource structure of 20ms periodicity comes from VOIP packet periodicity assumed for simulations, and the resource structure of 4 ms. comes from meeting the link budget. This makes it an unsuitable design when extending to other applications. For example, a full buffer scenario would still end up with using only 20% of the resource and hence see significant degradation in performance. 
Observation 3: current designs for time domain grouping are heavily optimized for VOIP, and not necessarily suited for broader traffic profile.
Based on these observations, we make the following proposal:

Proposal 2: details of time domain grouping should be left as a deployment/implementation choice.

4 
Conclusion

In this contribution, we did a simulation comparison of distributed and ClusterHead based grouping techniques, and made the following observations and proposals: 
Observation 1: both CH based and distributed grouping techniques yield similar performance for VOIP.
Proposal 1: the time domain grouping techniques should be considered as an independent issue from the architectural decision of distributed vs. CH techniques.
Observation 2: gains of time domain grouping are crucially dependent on the in-band emissions model.
Observation 3: current designs for time domain grouping are heavily optimized for VOIP, and not necessarily suited for broader traffic profile.
Proposal 2: details of time domain grouping should be left as a deployment/implementation choice.
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