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Introduction
During RAN #62, a work item designated as ``Inter-eNB CoMP for LTE” was approved with the following mandate [1].
RAN1 and RAN3:
· RAN3 to specify signalling of information to be identified by RAN1, for example:
· One or more sets of CSI reports (RI, PMI, CQI) of individual UEs
· One or more measurement reports (RSRP) of individual UEs 
· SRS received power of individual UEs
· User perceived throughput of individual UEs (see TR 36.814 as a reference)
· Resource utilization per cell 
· PF metric of individual UEs
· Enhanced RNTP-type information in frequency/time/power/spatial domain
· Enhanced ABS information in power and spatial domain
· QCI
· Indication of resource coordination result or resource coordination request
· Resource allocation in frequency/time/power/spatial domain
· Used configurations of reference signals, CSI processes and CSI-IM configurations
· Indication of coordination result or coordination request for reference signal configurations, CSI processes and CSI-IM configurations
· Specify necessary procedures related to the above.
RAN3:
Determine whether the above signalling shall be introduced to the X2 interface, or on a new interface if it cannot be supported by X2.
In this contribution, we briefly review scheduling schemes which are suitable for CoMP-NIB and then discuss signaling procedures consistent with the above mandate. 
Scheduling Scheme for CoMP with Non-ideal Backhaul 
The CoMP schemes that were discussed during the Rel-11 CoMP standardization assumed the availability of an ideal backhaul connecting the transmission points in each cluster. This assumption allowed for coordination within the cluster based on the instantaneous CSI reported by the users to those transmission points. Unfortunately, such schemes are far from being suitable when faced with a non-ideal backhaul that has a high latency. To guide the design of schemes that are appropriate for the NIB scenario, the following agreement was reached during RAN1#74:
For each evaluated scheme, information relating to a transmission to/from a serving node in a given subframe should be categorized into two groups:
· Group 1 information: information which is considered valid for a period longer than the backhaul delay, which may therefore be provided from a different node(s) from the serving node;
· Group 2 information: information which is considered valid for a period shorter than the backhaul delay, which must therefore be derived by the serving node.
The types of information may include for example:
· CSI
· Allocated power per resource (including muting)
· UE selection 
· Precoding selection (including the number of transmit layers)
· MCS selection
· HARQ process number
· TP selection


Scheduling techniques conforming to this agreement have been proposed in [2]-to-[7] and performance results have been summarized. In [8], we proposed a mathematical framework for designing a scheduling scheme for CoMP-NIB consistent with the above agreement. That framework allows for the construction of hybrid scheduling schemes where certain actions (such as the assignment of a precoder for each TP in the coordination unit or zone and the set of users associated to each TP in that zone) are made at a centralized node at a coarse time-scale, while the remaining ones that rely on fast changing information (such as the per subframe user scheduling at each TP) are independently made by each TP at a fine time scale. 
We recapitulate that framework in the appendix and proceed to discuss the signaling support needed to realize such hybrid scheduling schemes.  


3. Signaling Support 

We assume that for each user a measurement set containing up-to three TPs among those in the coordination zone is defined and held fixed for a time scale even coarser than the one at which the centralized decisions (precoder tuple or muting pattern assignment and user association) are made.


















From the description given in the appendix, we see that to determine the centralized decisions (such as the  precoder tuple assignment and the user associations) under the full buffer traffic model , the master TP (MTP) should be able to obtain,,which we recall denotes an estimate of the average rate that user  can obtain (over the available time-frequency resource normalized to have size unity) when it is served data by TP, given that the precoder tuple is assigned to the  TPs in the zone and that no other user is associated with TP  . Recall also that the precoder tuple can also correspond to a muting pattern deciding which TPs should be active and which should be turned off in the time-frequency unit. This average estimatemust be obtained for each user , each TPin its measurement set and for all precoder tuple assignments.  Note that for any precoder tuple,  can be considered to be negligible if the TP is not in the measurement set of user. Notice also that can be assumed to be equal to  for any two precoder tuple assignments and   which differ only in precoders assigned to TPs not in the measurement set of user  . Under the finite buffer model, the MTP also needs (estimates) of buffer sizes to make the centralized decisions.  Thus, the following types of backhaul signaling are needed.


3.1 Backhaul Signaling to enable determination of centralized actions (such as precoder tuple/muting pattern assignments and the user associations)  






We will now consider computation of the average rate estimates   at the MTP for some user , under  a precoder tuple assignment . These rates depend on the channels that the user sees from TPs in its measurement set. Using up-to three CSI processes (recall that the maximum measurement set size is three) which include a common IMR, the UE can report short-term CSI for each TP in its measurement set, where this short-term CSI is computed based on the non-zero CSI-RS transmitted by TP and the interference observed on the IMR, which in turn includes only the interference from TPs not in the measurement set of user . The UE currently reports such CSI only to its designated anchor TP. 
However, to fully exploit point switching gains we need to allow for the possibility of associating a user to a non-anchor TP and then allowing that user to report instantaneous (short-term) CSI to the non-anchor TP it has been associated to.  Further, the CSI processes should be defined in a coordinated manner so that the users measure the appropriate interference on the constituent IMRs. Such coordinated configuration of IMRs also  provides the ability to inject the desired interference (such as isotropically distributed interference) onto resource elements in those IMRs.




These short-term CSI can be sent to the MTP over the backhaul, which can then filter (i.e. perform a weighted average of) the received CSI sequence to obtain an averaged channel estimate  for each TP in the measurement set of user . Alternatively, the averaging can be done by the TP receiving the short-term CSI but where the averaging window (and possibly the weighting factors) can be configured for that UE on a per CSI-process basis. Note that a default value for these averaging parameters could be set to correspond to no averaging. 



In either case, these averaged channel estimates for all TPs in that UE’s measurement set can be used by the MTP to compute for each precoder tuple hypothesis and  each TPin its measurement set, under the assumption that the signal transmitted by each TP (along its assigned precoder under that hypothesis) is isotropically distributed.
These views are summarized in the following proposal.
Proposal:    Signaling of averaged CSI obtained over each CSI process (with configurable averaging parameters) by a TP to a designated master TP over the backhaul should be considered. Coordination in configuring these CSI processes should be allowed. 



Proposal: Possibility of configuring a user to report short-term CSI to more than one TP or a chosen TP in a configurable set of TPs should be considered.

Next, recall that in the more general finite buffer model estimates of the queue sizes are needed to determine each coarse (centralized) action, where each such user queue size represents the amount of traffic that would available for transmission to serve that user until the next coarse action. Determining estimates of these queue sizes requires the TPs to report   their most-recently updated associated user queue sizes before the next coarse action to the MTP.
 
Finally, the methods described in the appendix seek to optimize the proportional fairness utility (over all possible choices for the centralized action) in a memory-less fashion. However, if our objective is to optimize the utility over a long-time horizon then the MTP would require the estimates of the most-recently updated user PF weights before each coarse action. 

Proposal: Signaling of associated user queue sizes and PF weights by each TP to the master TP should be considered.   

3.2 Backhaul Signaling from MTP to TPs 



Each TP is informed (semi-statically) about the precoder it should use and the users it should serve. Each TP then implements its own per-subframe scheduling based on the instantaneous CSI it receives from the users associated to it. Some comments on the setwhich contains the set of precoders that can be assigned to each TP, are on order. We recall that this set includes codeword 0 to subsume muting as a special case. It can also include codewords of the form where denotes a positive power level. In addition, it can include sector beams as its codewords.
Proposal:    Signaling of decisions made by the master TP (such as precoder set or muting pattern assignment, user associations) to all other TPs over the backhaul should be considered.

Conclusion 
In this contribution, we provided our views on backhaul signaling needed for CoMP-NIB comprising of the following proposals.

Proposal:    Signaling of averaged CSI obtained over each CSI process (with configurable averaging parameters) by a TP to a designated master TP over the backhaul should be considered. Coordination in configuring these CSI processes should be allowed. 



Proposal: Possibility of configuring a user to report short-term CSI to more than one TP or a chosen TP in a configurable set of TPs should be considered.

Proposal: Signaling of associated user queue sizes and PF weights by each TP to the master TP should be considered.


Proposal:    Signaling of decisions made by the master TP (such as precoder set or muting pattern assignment, user associations) to the other TPs over the backhaul should be considered.
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Appendix



Optimizing Proportional Fairness Utility Metric   

Suppose that there are K users and B transmission points (TPs) in the coordination area or zone of interest. For convenience in exposition, we first assume a full buffer traffic model and let denote the set of K users. We consider hybrid schemes where the assignment of precoding matrices (beamforming vectors) to the B TPs and the association of users with those TPs (i.e., point switching) are done in a semi-static centralized manner based on average estimates of SINRs, rates etc. On the other hand, given its assigned precoder (or beam) and the users associated with it, each TP does per sub-frame scheduling independently based on the instantaneous CSI.





Let denote an assignment of a precoder tuple, where is the precoder assigned to the bth TP. Here each precoder can be chosen from a pre-determined finite set which includes a codeword 0 and means that the bth TP is muted. Thus, SSPM is subsumed as a special case.









Then, let denote an estimate of the average rate that user  can obtain (over the available time-frequency resource normalized to have size unity) when it is served data by TP, given that the precoder tuple is assigned to the B TPs and that no other user is associated with TP  . This time-frequency unit could for example be a set of resource blocks. Next, suppose that total users are associated with TP. Following the conventional approach, the average rate that user  can then obtain under proportional fair per-subframe scheduling can be approximated as. 
With these definitions in hand, we can jointly determine the assignment of a precoding tuple and the user association (i.e., jointly consider semi-static coordinated beamforming (SSCB) and semi-static coordinated point-switching (SSPS) problems) by solving the following optimization problem:








Note that in (P1), each is an indicator variable which is equal to one if user  is associated with TPand zero otherwise. Therefore the constraint in (P1) enforces that each user must be associated with only one TP.  It can be shown that (P1) cannot be solved optimally in an efficient manner, which necessitates the design of low-complexity algorithms that can approximately solve (P1). 


Towards this end, we consider the user association or equivalently the SSPS sub-problem, for any given precoder tuple , which can be written as:   


Fortunately, as stated in [2] the SSPS problem (P2) can indeed be optimally solved using the Auction algorithm or the Hungarian algorithm on an equivalent assignment problem. Alternatively, a greedy approach can be adopted to achieve further complexity reduction. The latter greedy SSPS algorithm is given in Table I in [2].
These solutions to the SSPS problem can be leveraged to obtain an algorithm to sub-optimally solve the joint SSCB and SSPS problem (P1). One such algorithm is depicted in Table II in [2].
For finite buffer model the problem (P1) can be modified as 




where is the normalized queue size (or an estimated normalized queue size) of user . Heuristics can then be developed to solve (P3).
Extensions   and Variations
One extension is to split the available time-frequency resource unit into a set of orthogonal time-frequency resource sub-units. For instance, such sub-units could all span a common time interval but have non-overlapping frequencies. Alternatively, such sub-units could all span a common bandwidth but have non-overlapping time intervals, or in general a combination of these two approaches is possible. Then, the   precoder tuple assignment can be optimized separately on each sub-unit while the user association can only be optimized subject to an additional constraint that each user must be associated with only one TP across all the sub-units. 




Another variation motivated by some practical concerns is as follows. In certain network architectures it might be difficult to freely move user data among all TPs. In addition, since currently a user is configured to report short-term CSI only to its anchor TP, restrictions on how frequently the choice of anchor TP can be altered for a given user can often limit the flexibility of point switching for that user. This is because per-subframe scheduling is performed independently by each TP over the users associated to it, based on the short-term CSI. Under a high backhaul latency such short-term CSI might be meaningful for per-subframe scheduling only if it is directly received by that TP from the users associated to it.To address such scenarios we note that in our formulation we can readily accommodate restrictions on point switching for any user. In particular, to disallow the possibility of a user  switching to TP, we can simply set (or some small enough value) for all possible choices of the precoder tuple assignment. 
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