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1. Introduction
In #75 discussions, some analysis of D2D Communication resource allocation was presented in [1], including two types of resource scheme: scheduling by eNB/CH and distributed controlled by D2D UE themselves. For the out of network coverage scenario, distributed resource allocation tends to be more robust and convenient, more discussions are given below.

2. Cluster head based resource scheduling
For out of coverage scenario, a CH has the capability of resource scheduling/coordination, interference management, just as what an eNB does. As shown in Fig.1, the black dash lines denote D2D control signal, and red solid lines for D2D data signal. Less standardization effort is expected with CH based solution, since non-CH UEs would behave largely the same way as UEs within cellular coverage.

CH would pick resources for D2D UEs from a resource pool. Such resource pool can be preconfigured, or semi-statically configured. D2D UE would request service and thus the resource allocation from CH, and feedback some channel measurement information, etc.
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Figure 1 CH Scheduling D2D Communication resource network

The general operation of CH scheduling D2D is illustrated in Fig.2：

Step 0. Setting Resource pool

As discussed in [2]，for out of network coverage, the resources used for D2D broadcast traffic are selected from a resource pool,  the resource pool can be preconfigured, or semi-statically configured. If the resource pool is semi-statically configured, the detailed mechanism is FFS.

Step 1. D2D UE sends the resource request to CH

When data arrives, a D2D UE sends resource request to CH which may be carried on either PUCCH format 1 with 1 bit positive SR, or on other uplink control channels that can accommodate more payload to convey the data size/period/priority, the number of PRBs needed, the channel condition, UE capability, characteristics of receiving UEs, etc.  Alternatively, UE may directly request CH for dynamic or semi-static resource.
Step 2.  CH assigns the resource to D2D UE

Upon receiving the resource request, CH schedules UE with dynamic or semi-static resource allocation. For burst data transmission, dynamic resource is preferable, and for periodic/predictable data transmission as VoIP, semi-static scheduling seems more appropriate. 

The resource indication, MCS, etc. for the data channel would be carried on the physical control channel. The control channel should be assigned accordingly with data channel. In another word, when data channel resource is dynamic or semi-static scheduled, the control channel should be assigned the similar way. In the case of no independent control channel, UE may multiplex the control information with data on the assigned data channel.

Step 3. Broadcast traffic transmitted on the assigned resource

On the scheduled data channel, the UE transmits broadcast traffic with certain transmission mode, MCS, transmission power, the number of RPBs, etc., as indicated in the physical control channel. Depending on the transmission modes used, less control information may be needed for the D2D data transmission.
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Figure 2 D2D resource scheduling process
The centralized control coordinated by CH inevitable introduces more overhead for both the channel state information (CSI) feedback and the assignment indication as the CH is often not directly involved in data transmission and reception. While broadcast traffic would alleviate some burden of CSI feedback, the efficient mechanism is needed for carrying the assignment indication.  
In addition, the process of choosing a CH is an important aspect in out-of network coverage scenario. The procedure should be robustness and efficient, which may require significant effort, especially considering that the candidate UE for CH can be moving and the battery power may not be enough for the UE to carry out the job. Therefore, for out of coverage scenario, CH-based resource scheduling should not be considered as the first choice. 

· Proposal 1：For out of network coverage scenario, cluster head based resource scheduling should be at low priority.
3. Individual UE based resource scheduling
For out of network coverage scenario, it is reasonable to consider the contention based schemes, as shown in Fig.3.
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Figure 3 Self-organization D2D network
Not relying on the control of centralized nodes, a D2D UE would initiate the D2D data broadcast when it has data to transmit.

The simplest resource contention scheme is blind contention, where a UE randomly selects a data channel within the assigned resource pool for broadcast data. As more than one UE may choose the same time-frequency resources, collisions are inevitable. In many situations, a UE may select the resources of the data channel randomly for every transmission, which means collision may frequently happen.

To reduce the collision probability, certain information can be indicated in a D2D control channel. Such information may include the time duration of a resource to be occupied. Fig.4 shows an example.
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Figure 4 D2D resource contention process

Step 0. Setting the resource pool

As mentioned above, the resource allocation of both data channels and control channels should be within the resource pool. The resources of the control channel can have fixed mapping to the resources of the data channel. That is, when a D2D UE uses control channel index m, it means the UE would broadcast on data channel index m. The fixed mapping ensures that the collision situation between control channels is the same as between data channels, thus eliminating the independent resource contention by control and data channels of a UE.
Step 1. Listen to control Channel and choose an idle channel

Upon the data arrives at the physical layer, the UE would listen to all the control channels in resource pool and get the contention information in the control channels, according to the indication of resource usage duration. Then the UE knows that the corresponding resources will be occupied in the certain subframes of near future, so that it can select an idle resource to transmit its control information and data. An example is shown in Fig.5.

The UE listens to control channels in subframe #n, and get the information that channel #5 and #9 are occupied, together with the channel usage duration information of k=3 indicated  in control channel #5, and k=0 indicated in channel #9. It means that the control channel #5 and data channel #5 will not be idle for the next three transmission periods (each period corresponds to 4 consecutive subframes in this example), and the control channel #9 and data channel #9 will be released in the next period. Based on the information, UE gets the list of idle channels in subframe #n+4 and selects one of them.  
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Figure 5 Contention avoidance by duration indication of resource utilization
Step 2. Transmitting control information and data 
After hearing all the control channels, the UE selects an idle control channel on the next period to indicate its duration of channel usage k, as well as some other control information, such as MCS, transmission power, etc. if necessary. In the same subframe, UE transmits broadcast message in the corresponding data channel. 

A slightly different situation is also illustrated in Fig.5. The UE listens to all the control channels on subframe #n，gets the list of idle channels in subframe #n+4, and selects Control Channel #1 with data Channel #1. On control channel #1, UE indicates the duration of channel usage k and MCS, while the broadcast message is carried on data channel #1. It is noted that Channel #9 becomes idle in subframe #n+4 where multiple UEs may compete for channel #9 and thus causing collisions.

Step 3. Repeat step 2

In step 2, the UE may determine the channel usage duration “k” based on many factors, such as the broadcast message characteristics, data size/period, the number of PRBs needed, the propagation environment, etc. By indicating k on the selected control channel, the UE would occupy the channel for the next k periods. The receiving UEs which get the duration indicator with k would not try to use the channel in the next k periods.

Comparing to blind contention, the resource contention scheme with duration indicator has several advantages when k > 0. First of all, the duration of channel usage indicator in control channel would reduce the burden of UEs to blindly decode the data channels. That is, when a UE listens to a control channel and gets the duration indicator k, the UE would not try to decode the data channel for the next k periods. This would help to decrease the power consumption of receiving UEs.

As there is no other UE would use the channel #m for “k” period, those subframes would be collision free.  In others words, only one time of resource contention can achieve “k” periods of collision-free data transmission.

It is noted that resource collision cannot be totally eliminated in this scheme when two UEs happen to choose the same resources for channel/data. As there is no feedback to indicate the collision, the collision would repeat for k periods. In this regards, some methods such as resource grouping, priority strategy, etc. may be considered, more details FFS.

· Proposal 2: Prefer contention-based resource allocation at least for out of coverage scenario.

· Proposal 3: Without the feedback of collision, certain high layer schemes may be needed to completely avoid the resource collision.

4. Simulation analysis
The performances of cluster head based scheduling and blind contention are compared in Figs 6~7. For cluster head based scheduling, RSRP threshold for CH-UE association is a little different from -112 dBm. It is observed that their performance difference is not significant, even when there are 12 VoIP UEs in transmission per cell under the uniform (outdoor) scenario. 
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Figure 6 VoIP traffic, 12 transmitting UEs per cell, uniform (outdoor) scenario.
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Figure 7 Full buffer traffic, 3 transmitting UEs per cell, uniform (outdoor) scenario.
In Figs. 8 and 9, the performance of contention avoidance is compared with blind contention for VoIP traffic. Some gain is observed with contention avoidance, albeit the traffic loading is not high enough to really show the benefit.
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Figure 8 VoIP traffic, 3 transmitting UEs per cell, Uniform (outdoor)
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Figure 9 VoIP traffic, 12 transmitting UEs per cell, Indoor-outdoor mix

· Conclusions
· Proposal 1：For out of network coverage scenario, cluster head based resource scheduling should be at low priority.
· Proposal 2: Prefer contention-based resource allocation at least for out of coverage scenario.

· Proposal 3: Without the feedback of collision, certain high layer schemes may be needed to completely avoid the resource collision.
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Appendix
	Parameter
	Assumption/Value

	Network layout
	Option 5 (ISD = 1732m) 
Uniform (outdoor)

Indoor-outdoor mix

	Pathloss
	Outdoor to outdoor 
	1. O2O pathloss uses Winner+ B1 pathloss (PL_B1) with:

a. h_BS = h_MS = 1.5m

b. h_BS’ = h_MS’ = 0.8m

c. LOS offset = 0 dB

d. NLOS offset = -5 dB (used to reduce pathloss)

2. Total O2O pathloss is given by PL_B1_tot = max(PLfreespace, PL_B1)

	
	Outdoor to indoor 
	a. LOS: PL_B1_tot(d_out+d_in) + 20.0 + 0.5*d_in

b. NLOS: PL_B1_tot(d_out+d_in) + 20.0 + 0.5*d_in - 0.8*h_MS

	
	Indoor to indoor 
	InH (Table A.2.1.1.5-1 in 36.814) 

	LOS Probability
	Outdoor to outdoor
	Winner II-B1

	
	Outdoor to indoor
	ITU-R IMT UMi

	
	Indoor to indoor
	ITU-R IMT UMi for InH

	Shadowing
	Outdoor to outdoor
	7 dB log-normal

	
	Outdoor to indoor
	7 dB log-normal

	
	Indoor to indoor
	LOS: 3 dB log-normal

NLOS: 4dB log-normal

	Penetration loss
	Outdoor to outdoor
	0dB

	
	Outdoor to indoor
	20dB

	
	Indoor to indoor
	In the same building: 0dB

In the different buildings: 40dB

	Fast fading
	Outdoor to outdoor
	ITU-R IMT UMi LOS and NLOS

	
	Outdoor to indoor
	ITU-R IMT UMi O2I

	
	Indoor to indoor
	ITU-R IMT InH LOS and NLOS

	Traffic model
	VoIP traffic
	TBS
	328 bits

	
	
	VAF
	75%

	
	
	Talk spurt
	Exponential distribution with mean of 2.5 sec

	
	Full buffer traffic
	No retransmissions

	Transmit Power
	23dBm

	Carrier frequency
	700M Hz

	Bandwidth
	10 MHz 

	Physical channel
	PUSCH (2 PRBs)

	Antenna configuration
	1TX，2Rx

	Numbers of cells
	19x3 cells

	Number of UEs
	32 / sector

	Number Of TX UEs
	3, 12 UEs/Cell

	UE speed
	Indoor: 3km/h

Outdoor: 60km/h

	UE-UE association
	If the RSRP is greater than -112dBm for a transmitter then associate the UE with the transmitter.

	Mini. distance between UE and Macro
	35 m

	Minimum distance between UEs
	3 m

	BS noise figure
	5 dB

	UE noise figure
	9 dB

	In-band emission
	W,X,Y,Z = {3,6,3,3}


PAGE  
8/9

