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1. Introduction
The evaluation-related objectives of the study item for CoMP with non-ideal backhaul [1] include the following:
· RAN1 evaluate coordinated scheduling and coordinated beam-forming including semi-static point selection/muting as candidate techniques for CoMP involving multiple eNBs with non-ideal but typical backhaul and, if there is performance benefit, recommend for which CoMP technique(s) signalling for inter-eNB operation should be specified, considering potential impact on RAN3 work. .
· In the evaluations, consider the level of backhaul delay achievable with non-ideal backhaul.
· Evaluation should be on the CoMP operation between macro eNBs (CoMP scenario 2 except for the backhaul assumptions), between macro eNB and small cell eNB (small cell scenario #1 with non-ideal backhaul), and between small cell eNBs (small cell scenario #2a with non-ideal backhaul). 

In this contribution, we discuss a one-way CBF scheme for downlink CoMP transmission.  Furthermore, we investigate corresponding downlink CoMP performance with different levels of backhaul latency in small cell scenario #1 as stated in reference [2].
2. Signalling for Downlink Coordinated Beamforming 
2.1 Information Sharing Mechanism 
To support downlink CoMP with NIB, CoMP information should be exchanged through the X2 interface between the serving cell and the cooperating cell. 

In order to reduce the impact of backhaul latency, we consider a one-way signaling mechanism as shown in Figure 1. In this mechanism, the serving cell provides information to the cooperating cell for certain CoMP users. However, the feedback or acknowledgement information in response from the cooperating cell to the serving cell is not assumed. 
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Figure 1 Signalling Sharing Model

As agreed in RAN1#74, we consider two categories of information as shown in Figure 2. 
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Figure 2 CoMP signalling partition
The first category consists of semi-static information, which is considered valid for a period longer than the backhaul delay. The impact of NIB on this signaling group can be negligible as long as the CoMP cooperating set does not need to be updated with a time window shorter than the backhaul delay, for example CoMP UE ID and associated SRS configuration, handshake procedure for configuring CoMP measurement set for CoMP UE(s).
The second category consists of more dynamic information for specific CoMP users, such as resource allocation information and CoMP transmission timing based on scheduling decision in the serving cell.  Some examples of dynamic information are as follows:  

Table 1. Possible dynamic cooperation information 
	Content 
	Description

	User ID
	Identifies the UE and its associated SRS configuration  in the serving cell

	Sub-band Index
	Indicates the resources allocated to the scheduled CoMP user in the serving cell; the number of bits needed for this information depends on the system bandwidth

	Tx Time
	Indicates the subframe(s) in which transmissions to the identified UE will take place  

	Interference level
	Indicates the interference level for the serving cell  within the subband interfering from the cooperating cell


The dynamic information category is generally sensitive to the backhaul delay although the sensitivity to the delay may be varied. The performance gain from signaling such information is degraded with longer backhaul delay. Therefore depending on the backhaul delay, e.g. 5ms or 50ms delay, some of the information in the dynamic group can be considered as group 1 if it is useful for a period longer than the backhaul delay, or group 2 if it is not. 
2.2  eCoMP Transmission Schemes
TDD downlink eCoMP
By utilizing one-way information sharing as described in the previous section, the cooperating cells can perform independent scheduling in a distributed manner. One example for CBF in TDD downlink CoMP is provided in Fig. 3, where UE#1 is served by TP#1, UE#2 is served by TP#2, and UE#1 might suffer strong interference from TP#2. TP#1 is the serving cell and TP #2 is the cooperating cell. 
· Step 1: Based on the long-term channel information from UE#1, such as RSRP, TP#1 can decide which cells should be target cooperating cells (i.e. TP#2) for UE#1. Then TP#1 sends the semi-static signaling (such as UE#1’s SRS configuration and user ID) to TP#2 in advance. 
· Step 2: In SFN#1, if TP#1 decides to schedule UE#1 in SFN#1+n, then it could send the dynamic signaling (such as the information of resource allocation allocated to UE#1, specified CoMP transmission time and user ID proposed in Table 1) to TP#2. 
· Step 3: TP #2, as a cooperating cell, has all relevant SRS configurations for both UE #1 and UE #2 so that channel estimations at TP #2, e.g. CSI #1-2 and CSI #2-2, are up to date by taking advantage of TDD channel reciprocity.  
· Step 4: In the specified SFN#1+n, TP#1 starts transmitting the data to UE#1. TP#2 will schedule the data transmission to its associated UE#2 (or other UEs associated with TP2) and meanwhile mitigates the inter-cell interference leakage to UE#1 at TP #2 at its best effort since TP2 has the latest CSI information CSI #1-2.
The procedure above can be repeated to other CoMP UE(s). For example, in small cell scenario #1, Macro cell has 8Tx antennas. Therefore it has the ability to mitigate up to 4 interference links and serve up to 4 data streams to its serving UE(s). Small cell has 2Tx and thus it is able to mitigate 1 interference link between small cells.
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Fig. 3 Procedure of TDD downlink eCoMP
A cooperating cell, like TP2 above, can select its own users as normal and estimate the served users’ channel state information.  Moreover a cooperating cell can exploit the received CoMP signaling over X2 to estimate the impact of its scheduling decisions on the selected CoMP users by taking advantage of TDD channel reciprocity. The cooperating cells can perform coordinated beam-forming by taking into account scheduling information of the serving cell from Step 2. The interference from a cooperating cell to the serving cell can thus be mitigated by the best effort of the cooperating cell without a complicated centralized scheduling design. Each cell can be a cooperating cell of another serving cell.
FDD downlink eCoMP 
Similarly, the cooperating cells can perform independent scheduling in a distributed manner in an FDD system. One simple example for FDD downlink CoMP with non-ideal backhaul is given in Fig. 4, where UE#1 is served by TP#1, UE#2 is served by TP#2, and UE#1 might suffer strong interference from TP#2. TP#1 is the serving cell and TP #2 is the cooperating cell. 

· Step 1: Based on the long-term channel information from UE#1, such as RSRP, TP#1 can decide which cells should be target cooperating cells (i.e. TP#2) for UE#1. Then a CoMP measurement set for two TPs, e.g. two CSI processes, for the UE #1 will be semi-statically configured by X2 signaling between TP#1 and TP #2. 
· Step 2: In SFN#1, if TP#1 decides to schedule UE#1 in SFN#1+n, then it could send the dynamic signaling (such as the information of interference level and specified CoMP transmission time in Table 1) to TP#2. The interference level could be approximately derived from the CQI reporting from UE #1 measuring CSI between UE #1 and TP #2. The simplest method is to forward such CQI reporting directly from TP #1 to TP  #2 which is  considered as an interference indicator from the UE #1 point of view.  
· Step 3: In the specified SFN#1+n, TP#1 starts transmitting the data to UE#1. TP#2 will schedule the data transmission to its associated UE#2 (or other UEs associated with TP2) by taking into account theinformation received in Step 2, for example TP#2 does not transmit data in some RBs or sends data to its associated UE#2 with reduced transmission power in some RBs for inter-cell interference mitigation if the interference level provided in Step 2 is serious enough. The procedure above can be repeated for other FDD downlink CoMP UE(s) to mitigate inter-cell interference.
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Fig. 4 Procedure of FDD downlink eCoMP
In FDD downlink eCoMP, the cooperating cell can select its own users by itself and at the same time takes into account received CoMP signaling (i.e. interference indications) over X2 for its own power reduction and RB resource allocation. The interference from a cooperating cell to the serving cell can thus be mitigated by the best effort of the cooperating cell without a complicated centralized scheduling design. Each cell can be a cooperating cell of another serving cell. 
3. Simulation results
Considering the difference in antenna array processing capability between the Macro cell eNB and Small cell eNB, two levels of CBF are considered in these simulations:

· Precoding is used at the Macro cell to avoid causing interference to small cell(s); 

· Precoding is used at a small cell to avoid causing interference to other small cell(s).

In order to evaluate the performance of downlink CBF CoMP with NIB, preliminary simulations for TDD are provided. Simulation parameters are aligned with [2] except for traffic modelling. As specified in [2], Transmission mode 10, CLA8Tx at Macro eNB, CLA2Tx at small cell eNB, and full buffer data traffic are configured in both non-CoMP and CoMP operation. Non-full buffer results will be provided later. 
· For a macro cell, CBF is designed taking into account both multi-user MIMO interference in the cell and inter-cell interference from the Macro cell to the Small cell CoMP users.  
· For a small cell, CBF is designed taking into account the inter-cell interference from the small cell to other small cell’s CoMP users. 
In both cases, if there is no information sharing from the cooperating cell to the serving cell, or the serving cell decides to ignore information received over X2, the performance is degraded to non-CoMP SU/MU operation.

Single cell transmission (non-CoMP operation) with 9dB CRE is taken as the baseline for performance comparison. Four backhaul latency values {0ms, 5ms} are considered in the system level simulations.  The system performance results are shown in the following table: 
Table 2 CBF performance vs. Backhaul latency

	Traffic Load
	Coordination

Scheme
	Served cell Tput (Mbps)
	1st TX success rate
	Mean UPT

(Mbps)
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	High

(RU = 80%)
	Reference scheme
	24.30
	83.83%
	24.21
	8.00
	22.53
	41.00

	
	CBF Delay-0ms
	25.49
	83.94%
	24.28
(+0.2%)
	9.87
(+23%)
	22.85
(+1.4%)
	41.02
(0%)

	
	CBF Delay-5ms
	25.37
	83.36%
	24.22
(0%)
	9.21
(+15%)
	22.72
(+0.8%)
	41.02
(0%)


From the simulation results, we have following observations:
Observation 1: With smaller backhaul latency, such as 5ms, CBF schemes can work and achieve useful cell edge performance gain.
Observation 2: X2 signalling enhancements may include user scheduling information if backhaul latency is small enough. 
4. Conclusions 
In this contribution, we discussed the operation of CBF for downlink CoMP with non-ideal backhaul and provided initial evaluation results. In summary, we have the following observations:
Observation 1: With smaller backhaul latency, such as 5ms, CBF schemes can work and achieve useful cell edge performance gain.
Observation 2: X2 signalling enhancements may include user scheduling information if backhaul latency is small enough. 
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Appendix: Simulation assumption
	Parameter
	Values used for evaluation

	Deployment scenarios
	SCE Scenario #1 

	Layout
	· Macro cell: hexagonal grid, 7 Macro sites and 3 sectors per site. 

· Small cell: clusters uniformly random within macro geographical area; small cells uniformly random dropping within cluster area

	System bandwidth per carrier
	20 MHz 

	Carrier frequency
	· Macro cell: 2GHz

· Small cell: 2GHz

	Number of carriers 
	1 

	Distance-dependent path loss
	· ITU UMa for macro cell and ITU UMi for small cell.

· 3D distance between an eNB and a UE applied

	Penetration
	· Outdoor UEs: 0dB

· ITU Uma: Indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link)for SCE#1, 2 for #2a

· ITU Umi: Indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link)for SCE#1

· ITU Umi: Indoor UEs: 23dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link) for #2a

	Shadowing
	ITU UMa for macro cell and ITU UMi for small cell

	Antenna pattern
	· Macro cell: 3D,  referring to TR36.819

· Small cell: 2D Omni-directional

	Antenna Height
	25m for macro cell and 10m for small cell

	UE antenna Height
	1.5m

	Antenna gain + connector loss
	17 dBi for macro cell and 5dBi for small cell

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa for macro cell and ITU UMi for small cell

	Antenna configuration
	· Macro cell: 8Tx, 2Rx in DL, cross polarized;
· Small cell: 2Tx, 2Rx in DL, cross polarized;

	Number of cluster per macro cell geographical area
	1

	Number of small cells per cluster
	4

	Number of UEs per cell
	60 UEs per macro cell geographical area

	UE dropping
	2/3 UEs randomly and uniformly dropped within the clusters, 1/3 UEs randomly and uniformly dropped throughout the macro geographical area. 20% UEs are outdoor and 80% UEs are indoor.

	Radius for small cell dropping in a cluster
	50m

	Radius for UE dropping in a cluster
	70m

	Total BS Tx power (Ptotal per carrier)
	· Macro cell: 46 dBm in a 10MHz carrier

· Small cell: 30 dBm for fixed Tx power

	Minimum distance (2D distance)
	Small cell – small cell: 20m

	
	Small cell – UE: 5m

	
	Macro – small cell cluster centre: 105m

	
	Macro – UE : 35m

	
	Cluster center – cluster center: 2x Radius for small cell dropping in a cluster

	Traffic model
	TP1 Model 1 as in TR 36.814

	Network synchronization
	Synchronized

	UE noise figure
	9dB

	UE speed
	3km/h

	Cell selection criteria
	RSRP, with CRE=9dB.
With HO margin as 1dB

	Link adaptation
	Non-ideal, single cell link adaptation

	Backhaul delay
	0ms, 5ms

	Transmission schemes from a single point
	TM10 SU/MU

	UE receiver
	MMSE-IRC

	Coordination scheme
	CBF

	Reference scheme for performance comparison
	TM10 based Single Cell Transmission
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