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1 Introduction
In [1] it was agreed to:

· Identify the typical usage scenarios of UE-specific elevation beamforming and FD- MIMO

· Identify modifications to the 3GPP evaluation methodology needed to support the proper modeling and performance evaluation for the scenarios identified being typical:

· Modeling a two dimensional array structure at the eNodeB including any modifications to the antenna patterns (taking relevant RAN4 work into account)

· 3-dimensional channel modeling including the multipath fading characteristics in both elevation and azimuth

· Identify the need for defining a new way of modeling the location of outdoor and indoor UEs within a sector in both the horizontal and vertical domains.  

· Identify the need for defining a new way of modeling the mobility of outdoor UEs in both the horizontal and vertical domains. 

· The study will consider as a starting point the ITU channel model as described by the combination of A2.1.6 and Annex B in [2] and determine the additions that are needed to properly model the elevation dimension of the channel to fit the elevation beamforming and FD-MIMO purposes. Work done outside 3GPP (WINNERII/WINNER+, channel modeling documentation available in public domain) can be used.

· Generate baseline simulation results (corresponding to a number of antenna ports and transmission scheme supported by Rel-11) with the modified evaluation methodology  

With this document we share some thoughts on a new 3D channel model.
Remark: This is a revised version of [23], [24] and incorporates details of prior contributions [25], [26].
2 Large-Scale Parameters (LSPs)
New Large-Scale Parameters: EsD, EsA

We support the introduction of two new large-scale parameters dealing with the elevation angle of departure and arrival, i.e. EsD and EsA.

Therefore we have at seven large-scale parameters:

1. RMS Delay Spread (DS)

2. Ricean K-Factor (KF)

3. Shadow Fading (SF)

4. Azimuth spread of Departure (AsD)

5. Azimuth spread of Arrival (AsA)

6. Elevation spread of Departure (EsD)

7. Elevation spread of Arrival (EsA)

Support of LSP Maps
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Furthermore we support the usage of correlated 2D maps for each of the LSPs.

Figure 1: Example Set of Correlated LSP Maps[image: image138.png]Ricean K—Factor [dB]
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The map-based method is already part of the WINNER implementation [7], [22] where the maps are generated by filtering random, normal distributed numbers along the x- and y-axis of the map. Note that there are even faster alternative methods to create the desired autocorrelation properties [10][11]

 REF _Ref356225047 \r \h 
[15]. 
Observation 2.2: UEs in close proximity experience similar propagation conditions, i.e. LSPs are spatially correlated.

Proposal 2.2: Use the map-based method from WINNER to reproduce the spatial correlation of LSPs in the channel model.
Cross-Correlation between LSPs

Having created the maps for all LSPs with their desired autocorrelation properties, the cross correlation between the LSPs is incorporated. 

We basically support the WINNER+ parameter tables in [9], although we have to mention that the cross-correlation matrices shall be positive definite in general. Otherwise Cholesky decomposition cannot be performed. There are methods to check for positive definiteness (e.g., Sylvester’s criterion [18]) as well as methods to fix and complete invalid cross-correlation matrices, e.g. by replacing negative eigenvalues with zero (cf. [13]).
Observation 2.3: The WINNER+ parameter tables for the cross-correlation of LSPs are inaccurate, since most of them are not positive definite.

Inter-Site Correlation

Since these maps are site specific, we propose to create such a set of maps for each BS site and incorporate an inter-site correlation on top of the correlation properties. Here, we identified two options, the first one being a fixed correlation, while the second one being a distance- and angle- dependent correlation (cf. [16], [17]). 

Observation 2.4: Neighboring BSs experience similar propagation conditions to the same UE, i.e. inter-site correlation.

Proposal 2.4: Use either fixed or geometry dependent inter-site correlation.
3 3D Channel Model
Coordinate System

We propose to use a consistent three-dimensional coordinate system. We suggest to use inclination (zenith at inclination = 0°) instead of elevation (measured from xy-plane, i.e. zenith at elevation = 90°). Furthermore we suggest using a right-handed coordinate system as depicted in Figure 2.
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Figure 2: Proposed Coordinate System
In terms of notation, we propose to use [image: image3.png]6 € [0°; +180°]



 as the zenith / inclination angle and [image: image5.png]¢ € [-180% +180°]



 as the azimuth angle. [image: image7.png]e.(6,¢),eq(6,0)
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 denote the orthonormal basis vectors of the coordinate system.
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Remark: The proposed spherical coordinate system is specified in the ISO 31-11 standard.

Observation 3.1: Prior contributions concerning the 3D channel model study item used inconsistent spherical coordinate systems.

Proposal 3.1: Use a consistent spherical coordinate system.
Physical (Mechanical) Tilt and Antenna Orientation
In order to support various rotations we propose to use a more general form as in Section A.2.1.6.2 in [2]. We define a global coordinate system (GCS) with coordinates [image: image12.png](6,¢)



 and a local coordinate system (LCS) with coordinates [image: image14.png](6", ¢")
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 being an arbitrary rotation matrix from one system to the other, it follows:
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Note that this relationship does not apply for the other two basis vectors [image: image20.png]€p
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 .
Consequently, [image: image24.png]
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 are given by

[image: image27.png]e (8)
RT
zr[l:s(8:¢)}




[image: image28.png]” “g{(n)
J ¢
s
(6, )}




In general, the complex electromagnetic field in the farfield region is defined by 
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The antenna radiation pattern as given in the LCS is defined as
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Since the basis vectors [image: image32.png]eg (6, d)
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 are different in both coordinate systems, there has to be a transformation from LCS to GCS: 
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With the system transformation from above it follows (cf. [19])
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The radiation power pattern 
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The vector field rotation is unimportant for the radiation power pattern since
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Observation 3.2: Physical (mechanical) rotation is not properly modeled in the ITU-R channel model [4].

Proposal 3.2: Calculate the radiation vector patterns for rotated antennas based on a coordinate transformation.
LOS depolarization
In order to calculate the correct path attenuation, we need to adjust for the matching of both antenna polarizations. In [6], it was shown that the current modeling approach fails to correctly capture polarization effects when it comes to the LOS path. 

[image: image41.emf]
Figure 3: Example Scenario Showing the Polarization Effects
The effect of the corrected polarization matching as proposed in [6] is depicted in Figure 3. It follows an excerpt from the paper: 

“The upper part shows the scenario setup and the lower part shows the results. Both the transmitter and the receiver are equipped with dipole antennas that were initially slanted by 45° around the y-axis. The transmitter is placed 5 m above ground and 5 m north of the scenario center. The receiver then moves counterclockwise around the transmitter with its antenna orientation changing in accordance with the movement direction. The orientations of the transmitter and the receiver (including the movement direction) are indicated by the arrows. The lower figure shows the LOS power along the track. The dashed curve comes from the WINNER approach where the orientation mismatch of the antennas was not taken into account. For example, the polarimetric beam patterns were rotated and interpolated correctly, but no polarization change was assumed along the path. The new model (solid line) calculates the change of the polarization due to the antenna orientation and adjusts the polarization accordingly.“
In general the path attenuation due to antenna effects can be described by
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 being the antenna patterns at receiver and transmitter, respectively. Departure angles and arrival angles are denoted as [image: image48.png]


 and [image: image50.png](6%, ¢%)



. Furthermore [image: image52.png]


 denotes the polarization transfer matrix from transmitter to receiver. 

Note that although the antenna patterns are both given in their GCSs, they still differ for the given angles.

In case of the LOS path [image: image54.png]


 is just a coordinate transformation. For parallel coordinate systems at transmitter and receiver [image: image56.png]
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 results to 
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 results due to the opposing directions of [image: image65.png]€4 x
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 as can be seen in Figure 4.
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Figure 4 Deterministic LOS depolarization

Due to LOS time delay there is a deterministic phase [image: image70.png]P05



 which needs to be applied, resulting in
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Note that this is different to WINNER II [8], in which a random phase offset between vertical-to-vertical (VV) and horizontal-to-horizontal (HH) polarization is used to model the LOS path. This explains the random behavior of the received power in Figure 3 (“old model”). The authors of [6] provide a different solution based on the Jones calculus, which also correctly models the LOS path.
In case of NLOS [image: image73.png]


 is the product of various polarization filters and coordinate transformations according to the incident planes of passed scatterers and thus has to be modeled statistically.
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With [image: image76.png]Mag, Meg, Mag, Mae



 representing the NLOS depolarization coefficients, which shall be FFS.
Observation 3.3: The LOS depolarization modeling in WINNER is inaccurate.

Proposal 3.3: Determine the LOS depolarization matrix based on a geometric approach.

Generation of Arrival and Departure Angles
The generation of arrival and departure angles is currently based on power angular spectra (PAS). Common models for these spectra are the wrapped/truncated Gaussian or Laplacian distribution. In order to generate arrival and departure angles also in elevation direction we need to either use the same approach as for the azimuth direction (i.e., using two separate one-dimensional distribution functions for azimuth and elevation) or move on to a more general two-dimensional spherical distribution in the field of directional statistics. We believe that this subject should be addressed for a new 3D channel model.
Observation 3.4: There are several approaches to model power angular spectra (PAS), which are needed to generate arrival and departure angles.

Proposal 3.4: Further study the benefit of a more general two-dimensional spherical power distribution.
Default BS Antenna Radiation Pattern
Similar to the definitions in [2], [3] and [4], we propose to use the following 3D antenna radiation pattern as the default pattern for BS antenna elements. Note that the relative antenna gains are given in dB. 
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With [image: image79.png]


 being the maximal attenuation for the 3D antenna pattern [image: image81.png]
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 are defined as follows
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Here, [image: image89.png]
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 are the maximal attenuations for the [image: image93.png]


 dependent pattern [image: image95.png]


 and the [image: image97.png]


 dependent pattern [image: image99.png]


, while [image: image101.png]


 and [image: image103.png]


 are the 3dB beamwidths. 
The horizontal cut and the vertical cut of the 3D antenna pattern are defined as 
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It is obvious that [image: image107.png]Averticar(8) = A1(6)



 only if [image: image109.png]
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 only if [image: image113.png]Amax2 = Amax



. 

Note that this formulation is similar to the notations in ITU-R M.2135 [4] and [2] except for the deliberately omitted tilt angle, since it only models the rotation of the horizontal cut. This introduces errors in the pattern especially close to the zenith and also ignores the polarization changes due to the rotation. Therefore, we propose to model the physical tilting by rotating the 3D antenna field pattern[image: image115.png]F(6,9)



 as described in Section 3.2. 

Additionally, it has to be noted that the relationship between [image: image117.png]A(6, ¢)



 and [image: image119.png]F(6,¢)



 is missing in ITU-R M.2135 [4] and is modeled by introducing a slant angle in [2], which does not seem to be dealing correctly with the polarization either. Therefore, we propose to study this relationship for a new channel model.
Observation 3.5: The relationship between [image: image121.png]A6, ¢)
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 is missing in ITU-R M.2135 [4].

Proposal 3.5: Clarify the relationship between [image: image125.png]A6, ¢)



 and [image: image127.png]F(6,¢)



 or define a polarized reference radiation pattern.

Default MS Antenna Radiation Pattern

Observation 3.6: Up to this point channel models used unrealistic omni-directional radiation patterns for Mobile Stations (MSs). 
Proposal 3.6: We propose to use a more realistic UE antenna radiation pattern instead of an isotropic pattern, which shall FFS.

It might be an option to use a similar formulation as in Section 3.5 and then apply a rotation based on a random orientation.
MS Orientation and Movement

Observation 3.7: In conventional channel models the MS orientation was only modelled in azimuth direction.
Proposal 3.7: We propose to model the MS orientation by a statistically motivated arbitrary rotation in azimuth and elevation direction.
Furthermore we propose to model the MS’s velocity more realistically by moving from a fixed value of 3 km/h for all MSs to various speeds therefore incorporating stationary, pedestrian and vehicular terminal profiles, which shall be FFS.
Modeling of Large-Scale Antenna Systems (LSAS)

Current research activities deal with large-scale antenna systems, also known as massive MIMO. Arising questions are how to simulate such scenarios and if there a need to define a reference scenario. It is also unclear how accurately current channel models perform for large apertures (e.g., ULA >16 elements). This topic shall be FFS. 
Observation 3.8: The modeling of large-scale antenna systems is not covered by current channel models.

Default Cellular Grid Layout

Observation 3.9: No common layout in terms of numbering and bore sight directions was defined.

Proposal 3.9: We propose to use the depicted cellular grid layout in Figure 5 (same as in [4]), as a default reference layout with regard to boresight directions and sector numbering.
[image: image128.emf]
Figure 5: Cellular Grid Layout
Heterogeneous Network (HetNet) Scenarios

In TR 36.814 V9.0 an isotropic radiation pattern was defined for small cells with a directivity gain of 5 dBi. The directivity gain is not reflected in the radiation pattern. This would erroneously cause higher interference to UEs located well above or below the small cell.
Observation 3.10: The directivity gain is not reflected in the radiation pattern for small cells.

Proposal 3.10: Use an omni-directional radiation pattern instead of an isotropic one with a defined half power beam width for small cells in heterogeneous deployments.

4 Time Evolution
In order to enable advanced system level simulations dealing with handovers, channel prediction or synchronization effects, we support a continuous channel evolution over longer time periods, also known as time evolution (cf. [8]).
Short term time evolution of the channel coefficients can be realized by updating delays, departure and arrival angles, polarization, shadow fading, as well as the K-Factor based on the location of the terminal. Long term time evolution may then be modeled by smooth transitions between adjacent channel segments. Figure 6 depicts the concept of parameter drifting as it is realized in QuaDRiGa [5].
[image: image129.emf]
Figure 6: Illustration of the Parameter Updates of the Arrival Angles for NLOS (top) and LOS (bottom) as realized in QuaDRiGa [5]
Observation 4: ITU-R channel model [4] is not able to cover larger observation times.

Proposal 4: Introduce fading of small and large-scale propagation parameters depending on the movement of the UE.

5 OpenSource Reference Implementation

In our opinion it is crucial to have an independent reference implementation of the 3D channel model for the purpose of calibration and collaborative research, like the ones provided by the Wireless World Initiative New Radio (WINNER). OpenSource furthermore enables a simplified collaboration and ensures a proper maintenance of the software. The Fraunhofer Heinrich Hertz Institute already provides such a 3D channel model by the name of Quadriga as an OpenSource MATLAB implementation [5] and is considering on providing a C/C++ implementation as well. QuaDRiGa stands for QUAsi Deterministic RadIo channel GenerAtor and contains a collection of features which were created in SCM, SCME and WINNER channel models along with novel modeling approaches enabling quasi-deterministic multi-link tracking of user movements in changing environments. Quadriga was verified by channel measurements in the Berlin LTE Advanced Testbed [6], [7], [20], [21].
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Figure 7: Quadriga Logo
For more information please visit http://quadriga-channel-model.de. 
6 Conclusion

This contribution has presented the following proposals for discussion and decision.

Proposal 2.2: Use the map-based method from WINNER to reproduce the spatial correlation of LSPs in the channel model.

Proposal 2.4: Use either fixed or geometry dependent inter-site correlation.

Proposal 3.1: Use a consistent spherical coordinate system.

Proposal 3.2: Calculate the radiation vector patterns for rotated antennas based on a coordinate transformation.

Proposal 3.3: Determine the LOS depolarization matrix based on a geometric approach.

Proposal 3.4: Further study the benefit of a more general two-dimensional spherical power distribution.

Proposal 3.5: Clarify the relationship between [image: image132.png]A6, ¢)



 and [image: image134.png]F(6,¢)



 or define a polarized reference radiation pattern.

Proposal 3.6: We propose to use a more realistic UE antenna radiation pattern instead of an isotropic pattern, which shall FFS.

Proposal 3.7: We propose to model the MS orientation by a statistically motivated arbitrary rotation in azimuth and elevation direction.

Proposal 3.9: We propose to use the depicted cellular grid layout in Figure 5 (same as in [4]), as a default reference layout with regard to boresight directions and sector numbering.

Proposal 3.10: Use an omni-directional radiation pattern instead of an isotropic one with a defined half power beam width for small cells in heterogeneous deployments.

Proposal 4: Introduce fading of small and large-scale propagation parameters depending on the movement of the UE.
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