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1 Introduction

A new Rel-12 study item “Study on Further EUL Enhancements” [1] was approved during RAN#58 plenary meeting. The study item includes investigation and evaluation of various improvements which can further enhance the uplink HSPA performance.

Some initial simulation results comparing the link performance between the Lean carrier proposal and the corresponding baseline CPC scenarios were presented in RAN1#73 [2]. In RAN1#74 power control aspects of clean carriers were discussed [3] and link simulation assumptions for Lean carrier evaluation were agreed [4].
In this contribution we provide further results and analyses. The earlier results are also included to provide a better overview.

2 Link Level Simulations

2.1 Simulation assumptions

Table 1. Link level simulation assumptions

	Parameter
	Value

	Transmission modes
	SIMO

	Physical channels
	DPCCH, E-DPCCH and E-DPDCH 

	ΔT2TP [dB]
	10

	E-DCH TTI [ms]
	2

	Modulation
	QPSK/16-QAM

	TBS [bits]
	4422, 10134 or 20268 (simulations are not limited to these TBSs) 

	Fixed SIR Targets [dB]
	range depending on TBS, with 1 dB step-size

	H-ARQ approach
	Incremental redundancy

	Channel encoder
	3GPP Release 6 Turbo Encoder

	Turbo decoder
	Max log MAP

	Number of iterations for turbo decoder
	8

	NodeB Receiver Type
	LMMSE (2 RX antennas)

	DPCCH slot format
	1 (8 Pilot + 2 TPC)

	Path Searcher
	Ideal

	Channel estimation
	Realistic

	TPC feedback error rate
	No errors (ideal feedback)

	TPC feedback delay [slots]
	2

	TPC period [slots]
	1

	OLPC
	OFF

	ILPC
	ON

	Propagation channel
	PA3, TU3, VA30

	Correlation of channel realizations between different RX antennas
	0


2.2 Transmission patterns
It was agreed in [4] to simplify the evaluation by performing simulations on a single carrier that represents the dedicated secondary carrier. Bursty traffic on the dedicated secondary carrier is modeled using periodic transmissions from one or more UEs. Comparisons are then made between the Lean carrier proposal and the baseline CPC solution.

· Lean carrier transmissions are scheduled periodically with a predefined transmission length and a predefined transmission periodicity. Two versions of the Lean Carrier are considered:  

· Lean0: The basic Lean Carrier where user DPCCH is transmitted only during data transmission, with no preambles/postambles or DPCCH bursts transmitted.
· Lean+: Lean carrier with preambles and postambles immediately before and after each burst of data transmission.
· Baseline CPC transmissions are scheduled according to the same pattern as the Lean carrier users. DPCCH gating is used to reduce the control channel overhead. This means DPCCH preambles, postambles and periodic DPCCH bursts are transmitted, creating extra interference on the dedicated secondary carrier. Baseline CPC users configured on the dedicated secondary carrier can, therefore, interfere with each other even when they are not transmitting data.
3 Simulation scenarios and results
This section describes the different scenarios that have been simulated and presents the results and observation from the simulations. All simulations are performed using the PedA 3 km/h channel model unless explicitly stated otherwise. Some preliminary results for other channel models can be found in the Appendix.
3.1 Impact of DPCCH bursts on data transmission
High bitrate transmission requires operation in a high RoT environment. When operating close to the pole capacity, the system can easily become unstable. The interference from the CPC bursts of non-scheduled users, although small in absolute term, can have a significant impact on the data rate of the transmitting user. The simulation results for 10 Mbps transmissions have been presented in [2]. The transmission patterns for the Lean and the CPC cases are given in Figure 1.
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Figure 1.  Transmission patterns for the results shown in Figure 2 below. All cases have a 10ms data burst and a 40ms repetition cycle. For the CPC case, the data transmissions are interfered by a number of DPCCH bursts. For the Lean cases, there is no interferer.
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Figure 2.  Impact of DPCCH bursts on data transmission at 10 Mbps. From left to right and top to bottom: Results of BLER vs Ec/N0 for 0, 1, 2, and 4 interfering DPCCH bursts.
The results are reproduced here in Figure 2. It can be seen that the Lean+ case in general performs slightly better than the Lean0 case. This is due to the extra preambles, which provides more opportunity (especially for small burst sizes) for power control to adapt to fast fading. Furthermore, the preambles are not being interfered. Adding interference on the preamble will narrow the gap between Lean0 and Lean+. When there is no interferer, the CPC case is by definition identical to the Lean+. When the number of interferers increases, the CPC performance decreases quite quickly and start to become unstable when there are more than two interferers. This confirms the basic premise that the performance of high bitrate transmissions is very susceptible to interference and it needs to operate in a clean environment.

Observation: 
At high bitrate such as 10 Mbps, data transmissions are rather sensitive to small interfer​ences and can become unstable when interfered by more than a couple of DPCCH bursts.
3.2 Impact of interference on DPCCH bursts

It has been noted in [3] that the large fluctuation in interference in a "clean" environment may make it difficult for the DPCCH bursts used in CPC to fulfil their role in tracking fast fading and providing the right power level at the starts of data transmissions. This section presents both old and new simulations results concerning this issue.
3.2.1 Alternating data and DPCCH bursts (10 Mbps)
The results given in this section is based on those presented in [2]. The scenario being simulated is given in Figure 3.

[image: image6]
Figure 3.  Transmission pattern A for studying the impact of interference on DPCCH bursts. Two users with identical transmission pattern but transmitting 180° out of phase were simulated. The pattern consists of alternating data and DPCCH bursts separated by a gap of length T. All cases have a 6ms data burst. The gap T is varied between 10 and 80 ms giving repetition periods of 32 to 172 ms (repetition period = 2(T+6ms)). Note that in the Lean case (representing both Lean0 and Lean+), the interfering data burst is shown for illustrative purpose only, it has no effect on the other user. 

The result of the simulations is shown in Figure 4. These simulations show the impact on link performance for closely spaced transmissions (up to 172 ms apart) with one DPCCH burst in between. The degradation due to the presence of the DPCCH burst is significant in all cases: a 2 to 4 dB increase in Ec/N0 at 10% BLER compared to the Lean0 case. The variation in the amount of degradation between the different cases seems to be related to correlation of the transmissions with the fast fading cycle.
Observation: 
Intervening DPCCH bursts have a significant impact on the performance of short and closely spaced data bursts.
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Figure 4. Impact of interference on DPCCH bursts case 1: Alternating data and DPCCH bursts for 10 Mbps data transmissions (pattern A). From left to right and top to bottom: Results of BLER vs Ec/N0 for transmission gaps T = 10, 20, 40, and 80 ms. The time between the starts of two data bursts by the same UE are 32, 52, 92, and 172 ms.
3.2.2 Multiple DPCCH bursts between data transmissions (5Mbps)
Another property of smart-phone traffic is the unpreductable nature of when the next activity burst will come. As a result, there may be none or many intervening DPCCH bursts between two data trans​missions. Figure 5 shows the transmission pattern for the case where there are 3 intervening DPCCH bursts.
Figure 6 shows the performance impact when one or more of the DPCCH bursts of one user are interfered by data transmissions from other users. A clear trend of performance degradation can be seen as more and more of the DPCCH bursts are interfered with.

Observation:
The performance degradation due to DPCCH burst being interfered by data transmissions has a cumulative effect. The more the number of DPCCH bursts being interfered with the larger is the impact on the efficiency of the subsequent transmissions.


[image: image11]
Figure 5. Transmission pattern B for studying the impact of interference on DPCCH bursts. For each CPC user, a DPCCH burst of 6ms is transmitted every 86 ms and a 6ms data burst is transmitted every 4 DPCCH burst (344 ms). One, two, or all three of the standalone DPCCH bursts may be interfered by data transmissions. The simulated CPC scenarios are: 0+1, 0+1+2, and 0+1+2+3. Users 1, 2, and 3 for the Lean case are included for illustrative purpose only. They do not interfere with user 0 or with each other.
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Figure 6. Impact of interference on DPCCH bursts case 2: Alternating 1 data and 3 DPCCH bursts for 5 Mbps data transmissions. The different curves show the case where 1, 2, and 3 of the 3 DPCCH bursts are interfered by data transmissions and the comparison with the Lean carrier cases. 
3.3 Extreme CPC settings
One proposal to reduce the impact from the DPCCH bursts is to reduce the average DPCCH load due to unscheduled users. The DPCCH load can be reduced by reducing the burst size and increasing the DTX cycle. This section looks at the performance of some scenarios with extreme CPC settings, in particular, those with the longest DTX cycle (320 ms) and the smallest DPCCH burst (1 subframe + preambles and postambles) currently allowed by 3GPP. 
3.3.1 Alternating data and DPCCH bursts with 20ms data bursts (5Mbps)
The transmission pattern for this case is shown in Figure 7. It has the extreme CPC setting mentioned above and a 20ms data burst. 

[image: image13]
Figure 7. Transmission pattern for extreme CPC setting with alternating 20ms data and 2ms DPCCH bursts. The Lean case (representing both Lean0 and Lean+) are also shown for comparison.
The simulation result is shown in Figure 8 below. The performance of CPC and the Lean cases are rather close. This result is not entirely unexpected.

Normally, the use of a very small DPCCH burst and a very long DTX gap could easily lead to power control instability due to the inability to track fast fading. When factoring in a typical 2‒3 slot TPC delay, the problem becomes even worse. In the current scenario, however, the large 30-slot data burst is able to correct any power control error. Had it not been the alternating arrangement of the data and DPCCH bursts, the power control error would have accumulated over time and led to instability. We will see some indication of this in the results that follow. 

Note also that a 20ms burst at 5 Mbps will deliver 12.5 kB of data. This is a rather large packet compared to many examples of delay-sensitive traffic such as HTTP request and SIP signaling.

Observation:
For the specific scenario of an extreme CPC setting with a constant supply of 10-TTI data bursts every other DPCCH burst, the performance of CPC and the Lean carrier case are quite similar.
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Figure 8. Impact of interference on DPCCH bursts for extreme CPC setting, case 1: Alternating data and DPCCH bursts at 5Mbps transmissions. 
3.3.2 Multiple DPCCH bursts between 20ms data bursts (5Mbps)
To further study the case with extreme CPC setting, the previous scenario is extended with 3 standalone DPCCH bursts between transmissions. Details of the transmission patterns are given in Figure 9. The resulting performance is shown in Figure 10.

[image: image15]
Figure 9. Transmission pattern for extreme CPC setting with three 2ms DPCCH bursts between two data transmissions. One, two, or all three of the DPCCH bursts may be interfered by data transmissions, i.e., the simulated scenarios are: 0+1, 0+1+2, and 0+1+2+3. The Lean case (representing both Lean0 and Lean+) are also shown for comparison.
Similar to the less extreme case shown in section 3.2.2, the performance of CPC can be seen to deteriorate when more and more of the DPCCH bursts are interfered with. The performance when only one out of 3 of the DPCCH bursts are hit is close to those of the Lean carrier cases, but when two or more of the bursts are hit, the performance is significantly worse.
Observation:
Despite the use of the smallest DPCCH burst of 2ms and a rather long data burst of 20ms, the trend that the performance deteriorates when more and more of the DPCCH bursts are interfered by data transmissions remains.
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Figure 10. Impact of interference on DPCCH bursts for the extreme CPC setting, case 2: Alternating 1 data and 3 DPCCH burst at 5 Mbps transmissions. The different CPC curves show the case when 1, 2, and 3 of the 3 DPCCH bursts are interfered by data transmissions. Comparison with the Lean carrier cases are also shown. 
3.3.3 Different data-burst lengths (5Mbps)

The length of the data burst is varied in order to understand the impact it has on the overall performance, data-burst lengths of 6, 10, and 20 ms have been investigated. The transmission pattern is identical to the one given in Figure 9 where all 3 DPCCH are hit by interference, except for the length of the data bursts which take on the above values for both the CPC and Lean carrier cases. The resulting performance is given in Figure 11.
As the length of the data burst decreases, the performance with extreme CPC setting can be seen to deteriorate much more quickly than that of the Lean carrier cases. The CPC case with a 6ms (3 TTI) data bursts seems to be close to becoming unstable.

Observation:
The extreme CPC setting has quite poor performance for data bursts shorter than 20 ms when compared to the Lean carrier cases. This shows that the extreme CPC setting will have trouble supporting smaller data bursts typical of delay-sensitive traffic such as HTTP requests or SIP signaling.
[image: image17.emf]4 6 8 10 12 14 16 18 20

10

-2

10

-1

10

0

Received Ec/No (per antenna) [dB]

BLER

BLER vs Received EbNo, Lean Carrier vs CPC (5Mbps)

 

 

CPC

Lean+

Lean0

[image: image18.emf]4 6 8 10 12 14 16 18 20

10

-2

10

-1

10

0

Received Ec/No (per antenna) [dB]

BLER

BLER vs Received EbNo, Lean Carrier vs CPC (5Mbps)

 

 

CPC

Lean+

Lean0

[image: image19.emf]4 6 8 10 12 14 16 18 20

10

-2

10

-1

10

0

Received Ec/No (per antenna) [dB]

BLER

BLER vs Received EbNo, Lean Carrier vs CPC (5Mbps)

 

 

CPC

Lean+

Lean0


Figure 11. Performance of different data burst length for max DTX cycle and min burst length scenario. From left to right and top to bottom: Data burst length = 20, 10, and 6 ms. 
4 Conclusion
Link simulations results comparing the performance of the baseline CPC and the Lean carrier proposal have been presented for various scenarios. The Lean Carrier has been found to provide better performance for most of the simulated scenarios including short, bursty traffic typical of smart-phone activities.  In particular, the following shortcom​ings of the CPC solution have been observed:
· At high bitrate, data transmissions are sensitive to even small amount of interferences created by the DPCCH bursts from CPC.  The transmission can become unstable when interfered by more than just a couple of DPCCH bursts from other users.

· Power efficiency can be significantly impacted when the DPCCH bursts are interfered by other users' high bitrate transmissions. 

· The performance degradation due to interfered DPCCH bursts has a cumulative effect. The more the number of DPCCH bursts that are interfered with the larger is the impact on the efficiency of the subsequent transmissions.

· For the specific scenario of an extreme CPC setting (small DPCCH bursts and long DTX cycles) with a constant supply of 10-TTI data bursts every other DTX cycle, the performance of CPC and the Lean carrier case are quite similar. This scenario, how​ever, resembles more of a small file upload than bursty smart-phone traffic. The CPC performance deteriorates quickly when aspects of bursty traffic are taken into account. 

· The trend that the performance deterioration accumulates when more and more of the DPCCH burst are interfered remains even with the extreme setting.
· The performance deteriorates quite quickly when smaller data bursts are used. This means the extreme CPC setting will have trouble supporting smaller data bursts typical of delay-sensitive traffic such as HTTP requests or SIP signaling.

To summarize, the main findings are:

· At high data rate, the interference created by DPCCH bursts matters, especially in the case where all secondary carriers are activated to reduce initial access latency.

· When interfered by data transmissions, the DPCCH bursts lead to further performance loss. This loss increases with the number of DPCCH bursts between data transmissions.

· Extreme CPC setting may be used to reduce the performance loss due to DPCCH bursts, but it can only be used with large and frequent data transmissions. When applied to small, less predictable data bursts typical of smart-phone traffic, the performance deteriorates quickly.
Proposal 1
The findings presented in this document are captured in the Technical Report.
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6 Appendix

6.1 Preliminary results for other channel models

Figure 12 shows the performance for the PA3 and TU3 channel for the scenario "Alternating data and DPCCH bursts" described in section 3.2.1. The simulations are performed for 5 Mbps data transmissions and only results for the gap parameter T = 80 ms are shown. It can be seen that the gain of the Lean solution over the CPC case seen in the PA3 channel is preserved when the TU3 channel is used.
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Figure 12. Performance of the scenario "alternating data and DPCCH bursts" described in section 3.2.1 for the gap parameter T = 80 ms. Left: results for the PA3 channel. Right: results for the TU3 channel.
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