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1 Introduction
A number of recent RAN1 documents described interference cancelling (IC) UE receiver principles. The intention of this contribution is to review the reported IC receiver concepts and performance, as well as make suggestions for further analysis.
2 Review of IC Results
This section reviews the IC results presented so far during the UMTS HetNet study.
2.1 IC Receiver Concepts for HSDPA
The following three IC receiver approaches have been proposed and, to some extent, evaluated over the past few RAN1 meetings. We use the terminology present in TR 25.800 [1], as well as the IC receiver terminology established recently in LTE [2].
The Type 3i receiver is adopted as the reference for IC receivers in the following discussion. A further assumption has been made that the IC capability is limited to cancelling the signal consisting of single-stream transmission(s) from one interfering cell.

Blind Pre-Decoding IC (Blind Symbol Level IC, Blind SLIC) [5]
Principle: This type of receiver performs successive cancellation, utilizing the application of linear detection, reconstruction and cancellation. The interfering signal is detected up to symbol level.

Complexity: In terms of receiver operation this means the need to estimate interfering signal parameters, and at least doubling the chip-level processing chain complexity as channel estimation, equalization and despreading must be carried out on the own as well as interfering cell.
Assisted Pre-Decoding IC (Assisted Symbol Level IC, Assisted SLIC) [3]
Principle: Compared to Blind SLIC, some assistance information is provided to the UE, e.g. the set of SF16 codes and the modulation level of the interfering signal.
Complexity: The complexity is reduced compared to Blind SLIC as interference estimation is simplified. The complexity of the chip-level processing chain is at least doubled, just like in Blind SLIC.
Assisted Post-Decoding IC (Linear Code Word Level SIC, L-CWIC) [4]
Principle: This type of receiver performs successive cancellation, utilizing linear detection, decoding, re-encoding and cancellation. Compared to the SLIC receiver, the interfering waveform is decoded up to codeword (i.e. bit) level.
Complexity: In terms of receiver operation, this means (at least) doubling the complexity of both the chip level as well as the symbol level chains.

2.2 Simulation Framework: What Is Most Relevant?
Table 1 summarizes the UE geometry and DIP (Dominant Interferer Proportion) values seen in the agreed IC simulation framework [6]. Following [7], geometry is defined as
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where Îor,j is the average received power from the j-th cell (Îor1 implies serving cell), Nt is the thermal noise power in the receiver bandwidth, and NBS is the total number of cells.
The Dominant Interferer Proportion (DIP) is the ratio of the power of a given interfering cell and the total other cell interference power. It can be written as
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We address the question: which LPN UE locations in the simulation framework are most relevant?

The LPN UE geometry varies from potentially as low as -39.8 dB up to 18.2 dB. We consider UEs at geometry below -13 dB not relevant (L1, L7..L12). Location L3, characterized by geometry of ‑5.6 dB is of primary importance, as this corresponds to a cell edge UE served by an LPN, assuming a moderate CIO setting of -3 dB [8]. Location L2, with the LPN geometry of -9.8 dB (macro geometry of 8.5 dB!), is an unlikely candidate for an LPN UE, due to the increased signalling overhead and possible cell synchronization issues. Nevertheless, it may be worth including in further discussion as a boundary case, along with location L4 (geometry -0.4 dB) for a fuller picture.
It can be observed from Table 1 that the interfering central macro cell DIP is very close to 0 dB at locations L2, L3 and L4. This means that the central macro cell accounts for more than 95% of the total noise and interference, which represents favourable conditions for IC.
Table 1  UE geometry and DIP values corresponding to the simulation framework [6].

	UE
Location
	G_LPN
[dB]
	G_M1
[dB]
	G_M2
[dB]
	DIP_M1
[dB]
	DIP_M2
[dB]

	L1
	-13.4
	11.1
	-17.9
	-0.13
	-17.77

	L2
	-9.8
	8.5
	-17.8
	-0.15
	-17.48

	L3
	-5.6
	4.9
	-17.5
	-0.17
	-16.56

	L4
	-0.4
	0.0
	-18.4
	-0.20
	-15.68

	L5
	6.6
	-6.9
	-22.3
	-0.24
	-14.82

	L6
	18.2
	-18.5
	-32.3
	-0.28
	-13.98

	L7
	-37.0
	18.6
	-20.0
	-0.06
	-20.06

	L8
	-25.9
	11.1
	-13.5
	-0.31
	-13.71

	L9
	-30.4
	0.8
	-2.9
	-2.61
	-4.68

	L10
	-34.8
	11.0
	-13.0
	-0.33
	-13.18

	L11
	-33.3
	2.0
	-3.0
	-2.14
	-4.77

	L12
	-39.8
	-7.1
	5.2
	-7.88
	-1.14


2.3 Receiver Performance

In this section, we summarize and discuss the relevant IC simulation results reported in RAN1 contributions [3][4][5]. These follow the simulation framework outlined in [6] and correspond to the % link level gain of the LPN-served IC UE, compared to an LPN-served Type 3i UE.
2.3.1 Results Reported in [3]

A subset of link level interference cancellation results, provided in [3], is shown in Table 2. It should be noted that only the B-SLIC results, shown in Table 2, were obtained using the common simulation framework. Therefore, the A-SLIC and B-SLIC results are not directly comparable.

Table 2  IC results from [3].
	Macro UE
position
	IC gain, %
LPN UE at L2
	IC gain, %
LPN UE at L3
	IC gain, %
LPN UE at L4

	
	B-SLIC
	A-SLIC
	L-CWIC
	B-SLIC
	A-SLIC
	L-CWIC
	B-SLIC
	A-SLIC
	L-CWIC

	L7
	11
	B-SLIC
+241
	
	10
	B-SLIC
+241
	
	10
	B-SLIC
+151
	

	L8
	24
	
	
	19
	
	
	13
	
	

	L9
	53
	
	
	44
	
	
	32
	
	

	L10
	22
	
	
	19
	
	
	14
	
	

	L11
	46
	
	
	39
	
	
	25
	
	

	L12
	67
	
	
	67
	
	
	45
	
	


Note 1: The A-SLIC results were obtained using a different simulation methodology.
2.3.2 Results Reported in [4]

A subset of link level interference cancellation results, provided in [4], is shown in Table 3. The simulation assumptions of [4] include the perfect knowledge of the channel response and noise power, and therefore the results can be considered optimistic.
Table 3  IC results from [4].
	Macro UE
position
	IC gain, %
LPN UE at L2
	IC gain, %
LPN UE at L3
	IC gain, %
LPN UE at L4

	
	B-SLIC
	A-SLIC
	L-CWIC
	B-SLIC
	A-SLIC
	L-CWIC
	B-SLIC
	A-SLIC
	L-CWIC

	L7
	
	
	8
	
	
	
	
	
	

	L8
	
	
	138
	
	
	
	
	
	

	L9
	
	
	245
	
	
	
	
	
	

	L10
	
	
	167
	
	
	
	
	
	

	L11
	
	
	123
	
	
	
	
	
	

	L12
	
	
	156
	
	
	
	
	
	


2.3.3 Results Reported in [5]

A subset of link level interference cancellation results, provided in [5], is shown in Table 4. Contribution  [5] quotes L-CWIC gains relative to B-SLIC; these were recalculated with the 3i receiver as reference for the sake of Table 4.
Table 4  IC results from [5].
	Macro UE
position
	IC gain, %
LPN UE at L2
	IC gain, %
LPN UE at L3
	IC gain, %
LPN UE at L4

	
	B-SLIC
	A-SLIC
	L-CWIC
	B-SLIC
	A-SLIC
	L-CWIC
	B-SLIC
	A-SLIC
	L-CWIC

	L7
	43
	
	47
	38
	
	41
	36
	
	36

	L8
	43
	
	56
	38
	
	45
	36
	
	41

	L9
	43
	
	81
	38
	
	67
	36
	
	53

	L10
	43
	
	53
	38
	
	46
	36
	
	40

	L11
	43
	
	78
	38
	
	58
	36
	
	48

	L12
	43
	
	106
	38
	
	83
	36
	
	69


2.3.4 Observations

Let us group the UEs at L7..L12, served macro cell, as follows:

· The high-geometry group L7, L8 and L10 (macro G = 18.6, 11.1 and 11.0 dB, respectively).

· The low-geometry group L9, L11 and L12 (macro G = 0.8, 2.0 and -7.1 dB, respectively).
It has been suggested that the gain from IC depends on the characteristics of the interfering signal; specifically, a low-rate interfering signal (such as directed towards low-geometry macro UEs) would translate to increased IC gains at the LPN UE. From the simulation results collected in Table 2, Table 3 and Table 4 we can observe that:
· B-SLIC: The IC gains presented in [3] are indeed higher when low-geometry macro UEs are scheduled. For an LPN UE at L3, gains in the range 39..67% are reported, compared to 10..19% when a low-geometry UE is scheduled. However, the B-SLIC gains presented in [5] are equal to 38%, independent of the macro UE location.
· L-CWIC: The IC gains reported in [4] for the LPN UE at L2 are not in line with the high-geometry/low-geometry interferer classification. For example, scheduling the high-geometry macro UEs L8 and L10 brings gains of 138% and 167%, which exceeds the 123% gain when the low-geometry macro UE at L11 is scheduled. Overall, the gains when scheduling low and high geometry UEs at L8, L10, L11 and L12 are comparable. The gains reported in  [5] are in line with the high/low geometry interferer grouping.
3 Discussion

In this section, we discuss a number of proposals for group’s consideration, to help conclude the NAIC aspect of the HetNet study item.
3.1 Link Level: Focus on the Relevant UE Locations

In line with the observations of the ‘Review’ section above, it is suggested that the link level analysis should focus on LPN UEs at locations L3 (primary) as well as L2 and L4 (secondary).
3.2 Reference MCS Set
The discrepancies in reported IC receiver performance (as well as performance trends) may be attributed to different receiver architectures, but also to potentially different assumptions on the own cell as well as interfering cell signal format. For example, low-rate HSDPA transmission may be achieved by reducing the scheduled OVSF code set size or, alternatively, by scheduling the full OVSF code set and bit repetition; the two formats translating into different IC gains.

To eliminate the potential dependence of the results on HSDPA signal format, it is suggested to agree a reference MCS set for HS-DSCH/HS-PDSCH for the simulations.
3.3 HS-PDSCH Decoding Time Budget

IC is likely to affect the HS-PDSCH decoding time budget at the UE. An example of this is shown in Figure 1: the UE’s own and interfering cells are not subframe-aligned and therefore two interfering TTIs overlap the ‘own’ TTI.
As a CWIC receiver operates with the TTI resolution, two approaches are possible:

· The UE receiver delays own HS-PDSCH until both interfering TTIs are received. This will translate into a higher IC gain at the expense of having to perform the reconstruction, cancelling and own HS-PDSCH processing in a much shorter time.
· The UE receiver only cancels out the first of the overlapping TTIs, allowing more decoding time but at the expense of lower IC gain.
It may be feasible for SLIC to operate with a higher time resolution e.g. time slot resolution, which would carry lower impact on the decoding time budget. This needs to be clarified.

As the simulations so far addressed the scenario where own and interfering signals are TTI-aligned, it is important to understand and quantify the following:

· The time resolution at which the proposed IC algorithms operate, e.g. TTI or time slot resolution.
· The tradeoff between IC gain and HS-PDSCH processing time budget in the case of non-TTI aligned cells.

[image: image3]
Figure 1  Example of the HS-PDSCH RX processing time budget at the UE, with and without IC.

3.4 IC Receiver Limitations

It is important to understand the assumed IC receiver architecture and its limitations. Specifically:

· Is IC of more than one interfering cell in the scope?

· If IC is limited to one interfering cell, is it also limited to one interfering UE? If the interfering cell schedules multiple UEs per TTI in a CDM fashion, how many can be cancelled? Are there any restrictions on the OVSF code power variation and modulation format for these transmissions?

· Is IC limited to a single stream interfering signal?

3.5 CQI Fluctuations
As pointed out in [3][9][10], the interference format between the time of CQI estimation in the UE and at the time of its application by the Node B scheduler may fluctuate. For example, if IC has not been effective in the UE for a period of time (only high rate UEs scheduled in interfering cell) then it may report a ‘pessimistic’ CQI that does not reflect its full IC capabilities, should a low-rate interfering transmission occur.

The currently agreed simulation setup does not test the IC behaviour under varying interference conditions. It would be important to quantify this aspect, and one suggested approach could be as follows:

· The LPN cell: schedules one of its UEs at all times (no change from current approach).
· The interfering macro cell: schedules one of its UEs for a “scheduling period” of 4 x 2ms (selected to match the CQI delay). At the end of the scheduling period, the scheduler reselects the UE at random. The UE choice may be parameterized as follows: choose a UE from the high geometry group with a probability ph; select a UE from the low geometry group with a probability pl = 1 - ph; sweep ph over a range of values e.g. 0, 0.25, 0.5, 0.75, 1.0.
· As a baseline, neither the UE nor the scheduler attempt to compensate for CQI fluctuations due to the interfering signal format. On the UE side, this means reporting the instantaneous CQI formed under instantaneous interference. Enhancements may be considered on top of the baseline.

3.6 Applicability of IC Receivers

Interference cancellation has been discussed in the UMTS HetNet scenario, with the macro cell aggressor and LPN UE victim. However, IC feasibility is also of interest in other scenarios such as LPN cell aggressor and LPN UE victim, or aggressor and victim cells under the control of the same Node B.

3.7 System Level Analysis

While the link level studies have been insightful, ultimately the IC gains are best evaluated with a system level simulation:
· The impact of network assistance overhead: in absolute terms, the cost of conveying the interfering data format to the IC UE may exceed the IC gain in the victim cell, just as losing 10% of 1 Mbps is more costly than gaining 50% of 100 kbps. Nevertheless, IC is expected to improve system fairness which is valuable and best analysed at the system level. Also, it would be of interest to compare the fairness improvement from (NA)IC to what can be achieved with the PF scheduler modification alone.
· The Restricted Resource Subframe approach pre-defines the HS-PDSCH format of a subset of TTIs, leading to some scheduler limitations and cell throughput loss [3]. The NAIC/L-CWIC approach may be free from explicit restriction. However, relying on serendipitously coinciding cell edge transmissions in aggressor and victim cells may not provide sufficient IC opportunities. Instead, it may be necessary to bias or coordinate the schedulers to ensure a proportion of transmissions is targeted at cell edge UEs.

· When the interfering macrocell throughput is negatively affected (e.g. due to RRS or NA overhead), it is difficult to capture, at the link level, the fact that the impact is to one macro cell, while the gains may be present in multiple LPN cells.

· Scheduling coordination: the B-SLIC algorithm [5] offers moderate IC gains which are not dependent on the interfering signal format. Thus, no scheduling restrictions and/or coordination appears to be needed to realize these gains. The A-SLIC and L-CWIC [3][4] offer higher IC gains, at the cost of scheduling restrictions and/or coordination. System level analysis is important to understand which approach is better.
4 Conclusion
This contribution reviewed the reported IC receiver performance and made some suggestions pertaining to further analysis, namely:
1. Focus further link level analysis on victim UEs at locations L3 (primary) as well as L2 and L4 (secondary).
2. Agree on a reference HSDPA MCS set for simulations, to eliminate the potential dependence of the results on the format of the HSDPA signal.

3. Describe the time resolution at which the proposed IC algorithms operate, e.g. TTI or time slot.

4. In the case of non-TTI aligned aggressor and victim cells, quantify the tradeoff between IC gain and HS-PDSCH processing time budget.

5. Capture the IC receiver architecture and limitations: the number of interfering cells that can be cancelled; the number of HSDPA UEs per TTI in an interfering cell that can be cancelled; the number of spatial streams that can be cancelled per interfering UE.

6. Study the IC receiver performance under varying interference format to quantify its effect on CQI fluctuations.
7. Ensure the applicability of the potential IC solution to other scenarios, e.g. LPN cell aggressor and LPN UE victim, or aggressor and victim cells under the control of the same Node B.

8. Ultimately, evaluate IC gains by means of a system level simulation.
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Annex
The agreed link level simulation framework [6] is quoted below for convenience.
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Figure 2   Simulation Scenario for the NA-IC (UE geometry classification added).
	UE Location
	Coordinates

	L7
	[0, -250/3]

	L8
	[0, -500/3]

	L9
	[0, -750/3]

	L10
	[-125/sqrt(3), -125]

	L11
	[-125/sqrt(3), -625/3]

	L12
	[-250/sqrt(3), -250],


It should be noted that, in Table 5, the Ioc excludes the received power from the LPN, the Macro and Macro2.

Table 5  Received signal powers at each UE location

	UE Location
	LPN Ior / Ioc [dB]
	Macro Ior / Ioc [dB]
	Macro2 Ior/Ioc [dB]

	L1
	5.2774
	18.555
	0.92192

	L2
	8.3307
	18.003
	0.66949

	L3
	12.144
	17.59
	1.1988

	L4
	16.951
	17.167
	1.6937

	L5
	23.603
	16.737
	2.1588

	L6
	34.812
	16.302
	2.5979

	L7
	-12.658
	24.273
	4.2725

	L8
	-10.256
	15.356
	1.9603

	L9
	-20.806
	6.9397
	4.8632

	L10
	-18.964
	15.547
	2.6975

	L11
	-20.781
	10.415
	7.7891

	L12
	-28.111
	3.8369
	10.577
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