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1. Introduction

At the RAN1 #73 meeting, the subframe sets dependent interference mitigation framework for eIMTA was agreed. At the RAN1 #74 meeting, two subframe sets were further agreed for UL power control (UL PC) and DL CSI measurement.
· In UL,
· Up to two sets of subframes will be UE-specifically signaled per serving cell
· A potential UL subframe  will belong to one of the above mentioned sets
· Up to two sets of open-loop power control parameters (Po and alpha) are defined
· These parameters are applicable to PUSCH and SRS channels
· TPC commands are accumulated separately for each subframe set
· FFS on
· whether the subframe set is signaled in semi-static or dynamic manner
· details of how to determine the parameters of each PUSCH and SRS transmission 
· whether to enlarge TPC steps assuming the same number of TPC bits as in current specification
· PHR operation
· In DL, up to two subframe sets can be UE-specifically signaled (per serving cell) to allow separate CSI measurement/report for either two types of  subframes, and/or two types of interference seen by a subframe

· FFS if applicability of this in different CSI reporting modes and/or transmission modes

In [1], we show the performance limitation of UL PC and propose subframe sets dependent frequency domain ICIC (SSD-ICIC), which can further improve performance for UEs that suffer from strong eNB-to-eNB interference. With little specification impact, SSD-ICIC could well fit into the subframe sets dependent interference mitigation framework.
In this contribution, we further evaluate the performance of SSD-ICIC with non-ideal backhaul and discuss its feasibility in practical eIMTA system.
2. Further Discussion on the Performance of SSD-ICIC
2.1. Performance advantage of SSD-ICIC.
Within the subframe-set dependent interference mitigation framework, different interference mitigation schemes [2] can be considered, including UL power control, DL power control, SDIM, SSD-ICIC [1], etc. At the RAN1 #73 meeting, UL OL PC was agreed to be supported within this framework. However, since the eNB-to-eNB interference is very strong, UL OL PC may NOT be sufficient for the UL flexible subframes that suffer from interference. In [1], we show the performance limitation of UL OL PC and propose to adopt SSD-ICIC to effectively avoid the strong eNB-to-eNB interference, especially for the future dense small cell deployment scenario.
The performance evaluation in [1] has demonstrated the advantages of SSD-ICIC over pure UL OL PC. The advantages can be summarized in the following aspects:

· By orthogonalizing the scheduling resources of the neighboring cells (i.e., cells that locate very close to each other), the interference, especially the most problematic eNB-to-eNB interference can be effectively avoided. The UL OL PC can combat with the eNB-to-eNB interference. But the effectiveness is limited due to the transmit power constraint of the UE and the strength of the eNB-to-eNB interference. Supportive results are shown in Figure 1 and Figure 4 in [1].

· The avoidance of the strong eNB-to-eNB interference provide a much better link quality to the UL transmission, which results in 

· improved packet throughput (see Figure 5 in [1]);
· and improved packet dropping rate (see Figure 6 in [1]) to an acceptable level wherein the UL OL PC solution cannot guarantee a satisfactory packet dropping rate.
High packet drop rate indicates that there are still a number of UEs which suffer from the eNB-to-eNB interference even with UL OL PC. This result can also be confirmed by the UL SINR distribution (see Figure 1 in [1]) wherein there is considerable probability that the UL SINR is still very bad.

There are other forms of power control, e.g., 

· Uplink closed-loop power control (UL CL PC) which dynamically adjusts the UL power control by observing the strength of the interference.

· Downlink power control which reduces the DL transmission power for the sake of reducing the interference to the neighboring cell.

Several issues need to be considered along with the power control approaches. The parameters associated with power control shall be well designed. However, the flexibility of cell deployment in HetNet makes it difficult to figure out simple and effective parameter sets for power control. The changes in transmit power which are uncoordinated among different cells may make the interference situation more irregular and may even lead the multi-cell system to be instable. The UL CL PC may improve the overall system packet throughput, but cannot jsolve the problem of the power limited UE. It is noted, e.g., in [6] that UL CL PC is suitable for tracing the fast fading channel property or interference variance. In case of using UL CL PC to combat the very strong eNB-to-eNB interference, it is very difficult to determine the suitible parameters for TPC to cover the possible power boosting range.
2.2. Backhaul support requried by SSD-ICIC.
The implementation of SSD-ICIC relies on the backhaul support. The interference mitigation mechanism mainly follows the original concept of UL ICIC in which the backhual overload indicator (OI) and the high interference indicator (HII) are used to exchange the information of interference detection and scheduling results. Based on these information elements, neighboring cells coordinate their scheduling to avoid the interference. In the dynamic TDD scenario, several extensions are needed. Since the interference situations in fixed subframes (i.e., subframes in which neighboring cells transmit in the same direction) and the flexible subframes (i.e., subframes in which neighboring cells may transmit in different directions) are totally different, the ICIC scheme shall be subframe-type dependent. To identify the fixed subframe and the flexible subframe more accurately, the neighboring cells shall exchange their UL/DL configuration. In addition, to reflect the different interference detection and scheduling results in different subframe types, we need to enhance the current definition of the OI and HII. More detailed description of the backhaul signaling requirements can be found in our accompanying contribution [5]. An example of SSD-ICIC is illustrated in Figure 1.
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Figure 1. Flowchart of sub-band based SSD-ICIC
2.3. Performance evaluation with non-ideal backhaul

In our performance evaluation of SSD-ICIC in [1], we have assumed ideal backhaul. There are concerns regarding the impact of non-ideal backhaul on the performance. The most critical problem of the backhaul imperfection is the backhaul latency which makes the X2 information available at the neighboring cell always outdated. To investigate the impact of backhaul latency, we reevaluated the SSD-ICIC algorithm with the modeling of the backhaul latency. More specifically, the valuated backhaul latency values are chosen to be 0ms, 10ms, 50ms according to the realistic models presented in [3]. 

Details on the evaluated schemes are described as follows:

· Fixed TDD UL/DL configuration scheme with reference UL/DL configuration 1 (Fixed TDD);

· Dynamic TDD traffic adaptation scheme without interference mitigation (Dynamic TDD w/o IM);

· Dynamic TDD traffic adaptation scheme with UL OL PC (Dynamic TDD w OLPC);

· Dynamic TDD traffic adaptation scheme with subframe sets dependent frequency domain ICIC (SSD-ICIC) on top of UL OL PC, backhaul latency is 0ms (Dynamic TDD w SSD-ICIC + OLPC (0ms));

· Dynamic TDD traffic adaptation scheme with subframe sets dependent frequency domain ICIC (SSD-ICIC) on top of UL OL PC, backhaul latency is 10ms (Dynamic TDD w SSD-ICIC + OLPC (10ms));

· Dynamic TDD traffic adaptation scheme with subframe sets dependent frequency domain ICIC (SSD-ICIC) on top of UL OL PC, backhaul latency is 50ms (Dynamic TDD w SSD-ICIC + OLPC (50ms));

Figure 2 shows the DL and UL mean packet throughput gain achieved by dynamic TDD schemes (with or without interference mitigation) over the fixed TDD scheme.
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Figure 2. Performance gain comparison of dynamic TDD schemes with different packet arriving rates normalized to DL packet arriving rate, i.e., λ_DL. (DL and UL packet arriving rate ratio is fixed to 2:1)    
Figure 3 shows the packet drop rate when the above mentioned TDD transmission schemes are applied. Packet dropping is necessary if a packet has been stayed in the transmission buffer for too long. Dropping such packet will avoid too long delays of the succeeding packets in the same buffer. In our evaluation, a packet will be dropped if it has stayed in the buffer for longer than 8s. Dropped packet will be assumed to be handled by higher layer retransmission.
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Figure 3. Packet drop rate of different TDD transmission schemes with different packet arriving rates normalized to DL packet arriving rate, i.e., λ_DL. (DL and UL packet arriving rate ratio is fixed to 2:1)
From the evaluation results, we can see that the backhaul latency only introduces limited performance loss. The SDD-ICIC based for the non-ideal backhaul still outperforms pure UL OL PC with respect to packet throughput and packet drop rate. The backhaul latency may change the packet throughput performance tradeoff between UL and DL. But most important, it still retains the low packet drop rate. In this aspect, if we set a benchmark performance to be the DL packet drop rate achieved by fixed TDD scheme (e.g., 0.03 when λ_DL = 2), then we can see that the UL packet drop performance of dynamic TDD with pure OLPC (i.e., >0.05 when λ_DL = 2) cannot meet this performance requirement, whereas SSD-ICIC can satisfy such requirement, even in the case with the worst backhaul latency.

Observation 1: SSD-ICIC is robust against backhaul latency.
Observation 2: Compared to UL PC, SSD-ICIC can further improve PTP performance, especially for cell-edge UEs.
2.4. Further discussion on the performance evaluation
To simplify the evaluation, we have made some simplification of the system model in [1]. Such simplification may limit the performance of SSD-ICIC. Detailed analysis is as follows:

The granularity of the frequency resource orthogonalization is half of the bandwidth. In practice, the granularity could be in the RB level. The finer granularity may avoid unnecessary resource wasting. For instance, if an interference sensitive UE is scheduled only in a very limited number of RBs, the neighboring cell DL muting is only necessary on these RBs. However, in our evaluation in this case, half of the bandwidth shall be muted in the neighboring cell DL transmission. The difference in frequency resource utilization is illustrated in Figure 2.

Another situation is with the scheduling strategy. In our current implementation, a wideband scheduler is used where only one UE is scheduled in each subframe. If a subband scheduler is implemented, in principle, the bandwidth can be more efficiently utilized. One example is shown in Figure 2 (b) wherein a cell-center UE (i.e., UE 2,2) can be allocated in the RBs that are not utilized by UE 2,1. As the cell-center UE is identified to be the UEs that are immune to the interference from neighboring cell, neighboring cell can reuse those RBs for DL transmission.
Figure 2 clearly demonstrates a more realistic implementation of SSD-ICIC algorithm. Much more promising performance gains are expected from such enhanced implementations. 
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Figure 4. SSD-ICIC frequency resource utilization illustration.
3. Discussion on Feasibility Issues
During the on-line and off-line discussions during RAN1 #74 meeting, we received several questions or concerns about the feasibility of SSD-ICIC in practical eIMTA system, including non-ideal RF, DL/UL subcarrier shifting, CRS in flexible DL subframes, and backhaul requirement. In the following text, we discuss the aforementioned feasibility issues one by one.

· Non-ideal RF

Due to the non-ideal characteristics of transceiver RF, e.g., frequency offset of oscillators, there will be some in-band and out-band RF images, which will cause the so-called leakage interference. So in principle the orthogonalization in baseband cannot be perfectly realized.
Furthermore, when UE receives a weak signal plus a strong interference, its AGC will be wrongly tuned and may lead to that ADC is out of range. However, considering the random distribution of UEs and the effect of UL TPC, this case may be unlikely to happen and can be negligible. On the other hand, this problem may be acceptable for the eNB side, considering that typical eNB is implemented with MGC instead of AGC with a larger ADC dynamic range.

Note that the above two problems are common for all eIMTA Tx-Rx schemes and should be carefully considered in the transceiver design. Anyway, SSD-ICIC may still be helpful to mitigate interference even if considering the non-ideal RF effects.
Observation 3: SSD-ICIC may still be helpful to mitigate interference, even if considering the non-ideal RF effects.
· DL/UL subcarrier shifting
LTE DL is based on OFDMA and UL is based on SC-FDMA. During OFDM and SC-FDMA baseband signal generation, there is one subcarrier shifting in the upper half bandwidth between DL and UL [4], because the DC component in DL is unused. Of course this one subcarrier shifting will influence the effectiveness of DL muting in SSD-ICIC to some extent. However, considering subband based resource scheduling, the impact to SSD-ICIC may be marginal, i.e., only [image: image7.wmf]112
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Observation 4: The impact of DL/UL one subcarrier shifting to SSD-ICIC may be marginal.
· CRS in flexible DL subframes
Now whether to keep CRS in flexible DL subframes is still FFS. CRS in flexible DL subframes could be useful for eNB-specific interference measurement, but we have another possibility, i.e., use CSI-RS for eNB-specific interference measurement, especially for TM10.

If CRS is kept in flexible DL subframes, persistent DL interference will be observed in flexible DL subframes, even without the PDSCH. But this is a common problem for different interference mitigation schemes and SSD-ICIC can at least suppress the interference generated by the PDSCH. Furthermore, we can configure flexible DL subframes as MBSFN subframes to minimize the interference generated by CRS in flexible DL subframes, especially when traffic load for DL is significantly low in a specific cell. Meanwhile, it will not influence the measurement of eNB-to-eNB interference too much, because the eNB-to-eNB interference level would be almost static (except for the variation of UL-DL configuration) and we don’t need frequent measurement.
Observation 5: Performance of SSD-ICIC can be optimized if CRS in DL flexible subframe can be removed, e.g., by configuring MBSFN subframe or restricting the TM to TM 10.
· Backhaul requirement

To enable SSD-ICIC, three kinds of backhaul signaling will be needed, i.e., dynamic TDD UL-DL configuration, subframe-set dependent OI, and subframe-set dependent HII. Both dynamic TDD UL-DL configuration and subframe-set dependent OI have been agreed in RAN1 #74 meeting, in [5] we further analyze the necessity of subframe-set dependent HII. Frequency domain ICIC has been supported in LTE since Rel-8 with the X2 signaling support of OI and HII. It can be easily extended to dynamic TDD system as SSD-ICIC, with the assistance of subframe-set dependent OI/HII.
Observation 6: Frequency domain ICIC can be easily extended to dynamic TDD system as SSD-ICIC, with the assistance of subframe-set dependent IO/HII.
4. Summary
In this contribution, we further evaluated the performance of SSD-ICIC with non-ideal backhaul and discussed its feasibility in practical eIMTA system. The observations and proposal are summarized as follows.
Observation 1: SSD-ICIC is robust to backhaul latency.
Observation 2: Compared to UL PC, SSD-ICIC can further improve PTP performance, especially for cell-edge UEs.
Observation 3: SSD-ICIC may still be helpful to mitigate interference, even if considering the non-ideal RF effects.
Observation 4: The impact of DL/UL one subcarrier shifting to SSD-ICIC may be marginal.
Observation 5: SSD-ICIC is always helpful for interference mitigation, no matter CRS is kept or not in flexible DL subframes.
Observation 6: Frequency domain ICIC can be easily extended to dynamic TDD system as SSD-ICIC, with the assistance of subframe-set dependent IO/HII.
Proposal: Considering the strong eNB-to-eNB interference, subframe-set dependent frequency domain ICIC should be supported for eIMTA interference mitigation.
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Appendix: Simulation Assumptions

In our performance evaluation of eIMTA, the cell average packet throughput (PTP) for the DL and UL are simulated for Scenario 3. In order to simplify the evaluation cases, only a subset of configurable parameters is considered, e.g., the 0.5 Mbytes file size, the fixed DL/UL ratio of 2:1, the two arrival rates, and the reconfiguration time scale of 10 ms. More simulation assumptions can be found in Table I.

Table I.  Simulation Assumptions

	System bandwidth
	10 MHz

	Carrier frequency
	2 GHz

	Macro deployment
	Typical 19-cell and 3-sectored hexagon system layout. Note that macro-cells are deployed but not activated

	Inter-site distance
	500 m

	Outdoor pico-cell deployment
	40 m radius, random deployment

	Number of pico-cells per sector
	4

	Minimum distance 

between outdoor pico-cells
	40 m

	Minimum distance between outdoor pico- and macro-cells
	75 m

	Number of UEs per pico-cell
	10 UEs uniformly dropped around each of the Pico cells within a radius of 40 m

	Minimum distance 

between UE and outdoor pico-cell
	10 m

	Outdoor pico-cell antenna pattern
	2D, omni-directional

	Outdoor pico-cell antenna gain
	5 dBi

	UE antenna gain
	0 dBi

	Outdoor pico-cell noise figure
	13 dB

	UE noise figure
	9 dB

	Max. transmission power for outdoor pico-cell 
	24 dBm

	UE power class
	23 dBm (200 mW)

	Shadowing standard deviation between outdoor pico-cells
	6 dB

	Shadowing standard deviation between outdoor pico-cell and UE
	3 dB for LOS and 4 dB for NLOS

	Shadowing correlation between UEs
	0

	Shadowing correlation between outdoor pico-cells
	0.5

	Path loss model

	Outdoor pico-cell to outdoor pico-cell
	LOS: if R<2/3 km, PL(R) = 98.4+20log10(R)

else, PL(R) = 101.9+40log10(R), R in km

NLOS: PL = 40log10(R)+169.36, R in km

Case 1: Prob(R) = 0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))

	Outdoor pico-cell to UE
	PLLOS(R) = 103.8+20.9log10(R)    PLNLOS(R) = 145.4+37.5log10(R)  

For 2 GHz, R in km

Case 1: Prob(R) = 0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))

	UE to UE
	If R <= 50 m, PL = 98.45+20*log10(R), R in m

If R > 50 m, PL = 55.78 +40*log10(R), R in m (Xia model)

	Penetration loss between pico-cell and UE
	20 dB

	Simulation methodology
	Integrated DL/UL simulator

	Time scale for reconfiguration
	10 ms

	Reference TDD configuration
	TDD UL-DL configuration 1

	Scheduler
	FIFO wideband

	Pico-cell antenna configuration
	1 TX, 2 RXs

	UE antenna configuration
	1 TX, 2 RXs

	Adaptation method of UL-DL reconfiguration
	Reconfiguration based on the amount of DL and UL data currently in the buffer

	Set of TDD UL-DL configurations
	The seven TDD UL-DL configurations defined in Rel. 8 can be used for reconfigurations

	System-to-link mapping
	AVI

	Link adaptation
	MCS selection with 10% BLER

	DL CSI feedback
	Ideal

	UL sounding
	Ideal

	Channel estimation
	Ideal

	Outdoor pico-cell DL power control
	Not modeled

	UE UL power control
	Open-loop: alpha = 0.8, Po = -76 dBm

	Small scale fading channel
	Not modeled

	CP length
	Normal

	Special subframe configuration
	Special subframe configuration #8

	Packet drop
	8 s

	Receiver type
	MMSE

	UL modulation order
	All modulations {QPSK, 16QAM, 64QAM} can be used as the UL modulation order

	Traffic model
	FTP traffic model 1, independent traffic generation per cell. Same arrival rate for all cells, file size 0.5 Mbytes

	HARQ modeling
	Ideal HARQ timing, i.e., a retransmission can occur in the first available subframe after 8 ms. If the maximum number of HARQ transmissions (4) is reached for a TB, the TB is put back at the front of the data buffer.

	HARQ retransmission scheme
	CC

	Control channel and reference signal overhead
	DL:

• Overhead for CRS port 0

• Overhead for PDCCH: 2 OFDM symbols

UL:

• No SRS overhead

• Overhead for PUCCH: 2 PRBs

• Overhead for UL DM-RS: 2 symbols per subframe
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