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1 Introduction

According to section 7.2.8.1.1[1], synchronisation and timing aspects are expected to be discussed in RAN1#74bis.  

Within the above scope, number of synchronisation aspects were identified as needing further study in [2]. This contribution will focus on some of these identified aspects namely:
· Concept to achieve timing synchronization,
· Synchronization models in which one UE is in charge of providing timing reference to all UEs within its transmission range or all UEs participate in establishing and maintaining timing reference within their transmission range.
Furthermore, we consider synchronisation aspects of a cluster of independent D2D UEs outside of EUTRAN network coverage.
2 Discussion:
Synchronisation enables coordinated communication among independent D2D UEs in a cluster. It provides benefits over asynchronous communication where data packets are transmitted by each independent D2D UE as they are arrived at the MAC layer without any coordination with other D2D UE(s). Asynchronous communication leads to poor channel utilisation of about 18% [3]. However channel utilisation can be nearly doubled if D2D UEs are allowed to transmit only at the beginning of periodically occurring time intervals [3], i.e. synchronous transmission. Another benefit of synchronous transmission is reduced power consumption which is crucial for any mobile device including D2D-UEs. When D2D-UEs have a common notion of time, all D2D UEs could switch to a power saving mode (i.e. sleep) and wake up simultaneously to transmit or receive data. 
In general, a basic approach for establishing and maintaining synchronization among independent D2D UEs is to keep the timer of all participating D2D UEs synchronised. Technically, there are two basic approaches for timing synchronisation:

a. Centralised approach: in this approach, one D2D UE will take charge of cluster head role to provide timing reference for other D2D UE(s) in the cluster or within its transmission range to synchronize to, and 

b. Distributed approach: in this approach, a D2D UE initiates a reference timer for other D2D UEs within its transmission range to adopt and each and every D2D UE(s) that has adopted the nominated reference timer will participate to providing and maintaining timing reference within their transmission range.

In reference to Figure 1, Centralised approach provides a time-synchronised channel access through periodic transmission of a beacon by a cluster head to advertise its presence and to provide reference timing for other D2D UEs within its transmission range to synchronise to. A beacon should be self-contained, so that it should be possible for a D2D UE receiver to decode it without assistance of additional signalling or reference signal or synchronisation signal. However such centralised approach may have number of drawbacks:

· There is a heavy dependency on the cluster head for providing timing reference. If the cluster head is removed or move away from the cluster, there is a need for a re-selection of cluster head.
· It provides time synchronous medium access for all nodes if the beacon can be heard within the entire cluster (see Figure 2.a). However, it may be difficult to ensure that the cluster head is heard within the entire network. This is especially the case when the networks are setup ad-hoc at a site of incident (see Figure 2.b). For public safety, it is crucial that every D2D UE can hear a beacon signal as that ensures its ability to communicate with the outside world. Thus, there is a need for considering a mechanism that can relay or extend the reference timing provided by the cluster head beyond its transmission range.   
· All D2D-UEs within a cluster may be synchronised to its cluster head. Inter-clusters communication is challenging in this case because of different timing being used by different clusters (see Figure 2.c). Thus, there is a need for considering a mechanism that allows neighbouring independently established clusters to achieve a single timing reference via its members.
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Figure 1: Centralised time synchronisation beacon transmission
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Figure 2 Possible outcomes of centralised timing synchronisation
Above drawbacks of centralised approach may be avoided if a distributed synchronisation mechanism is adopted. In a distributed approach, every D2D-UE contributes to establishing and maintaining a synchronised network. Since there is no designated cluster head, there is no single point of failure. 
In contrast to the above mentioned centralised approach for synchronisation, in the distributed approach for synchronisation, a non-particular D2D UE shall nominate its reference timing for other D2D UEs to adopt and together maintain and extend the nominated reference timing. In a distributed approach for synchronisation:
· A non-particular D2D UE (D2D UE 1 in Figure 3: Distributed time synchronisation beacon transmission) shall transmit a beacon at selected beacon interval to advertise its presence and to provide the nominated reference timing for other D2D UEs within its transmission range to adopt. Similarly to the beacon discussed in the above mentioned centralised approach, a beacon should be self-contained, so that it should be possible for a D2D UE receiver to decode it without assistance of additional signalling or reference signal or synchronisation signal.
· Once having adopted nominated reference timing, a D2D UE shall adjust its local timing correspondingly. 

· Any D2D UE that has successfully adopted the nominated reference timing is allowed to transmit a beacon containing its current time within the beacon generation window if it has not already detected a beacon transmission of the same reference timing (see Figure 3) in its selected monitoring window that is within the above mentioned beacon generation window.  

· If a beacon of the same reference timing transmitted from another D2D-UE is detected during the its selected monitoring window, the D2D-UE will not transmit its beacon in the beacon generation window for the current beacon interval.
· If the D2D-UE transmitting a beacon has a the same internal timing as any other D2D-UE (e.g. due to previous adjustment of timing reference based on for example a “beacon starter” as in Figure 4) , it may create a beacon relay effect extending the coverage. 
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Figure 3: Distributed time synchronisation beacon transmission
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Figure 4: Possible outcome of distributed timing synchronisation
Proposal 1: Consider both centralised and distributed approach for timing synchronisation of D2D outside of network coverage. Detailed design is FFS. 
Proposal 2: Further study for convergence of independently established distributed reference timing to the overlapping independently established centralised reference timing
Proposal 3: beacon used in both centralised and distributed approach should be self-contained, so that it should be possible for a D2D UE receiver to decode it without assistance of additional signalling or reference signal or synchronisation signal
3 Conclusion
This contribution we considered synchronisation aspects of a cluster of independent D2D UEs outside of EUTRAN network coverage. Based on the discussion, following proposals is made regarding synchronisation aspects.

Proposal 1: Consider both centralised and distributed approach for timing synchronisation of D2D outside of network coverage. Detailed design is FFS.

Proposal 2: Further study for convergence of independently established distributed reference timing to the overlapping independently established centralised reference timing
Proposal 3: beacon used in both centralised and distributed approach should be self-contained, so that it should be possible for a D2D UE receiver to decode it without assistance of additional signalling or reference signal or synchronisation signal
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