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1
Introduction

In context of small cell ON/OFF, the following conclusions and guidance were given to further study the potential and practicalities of ON/OFF switching:
Conclusions:

Performance observations from the results presented to this meeting (not yet for TR):

· Significant UPT benefits are observed relative to a baseline without CRS interference mitigation or MBSFN subframes, with FTP models 1 and 3 at least when idealised dynamic (i.e., subframe-level) small cell on/off is assumed and with low/medium load 

· Lower gains are also observed with FTP model 3 when semi-static adaptation is assumed
· Gains are due to reduced interference from CRS and common control channels

· FFS performance benefits with feasible time scale

· Potential impacts on other system performance
· Legacy UEs cannot be supported on cells operating dynamic on/off, and legacy Idle UEs cannot be supported in the vicinity of such cells on the same carrier. 

· Mobility: FFS (related to RAN2 Het-Net mobility study and RAN2 small cell study)

· Energy consumption: reduction of energy consumption is expected

Supporting mechanisms for small cell on/off

· Further study the following mechanisms in evaluations for RAN1#74:

· UL/DL signal and measurement enhancements for network adaptation decision making

· Enhancements for cell association and load balancing/shifting

· Signaling (e.g. RRC) to inform UE the network adaptation

· Mechanisms to cope with or avoid disruptive interference/measurement jumps due to network adaptation

· Backhaul signaling and coordination enhancements

Related to the load balancing/shifting, the following next steps are given:
Next steps for RAN1#74:

· Evaluate low, medium and high load levels: 20, 40, 60% respectively average resource utilisation across all cells in the most loaded layer in the reference scheme

· Further evaluations may be performed to raise the resource utilisation to these levels after load-balancing 
· Further study on load balancing techniques between small cells 

· Focus on identifying any aspects that have standards impact

· Identify the measurements on which any proposed load balancing technique is based 

In this contribution we discuss the standard impacts of load balancing and shifting as well as provide our evaluation results for cell association between small cell and macro layer and for the load balancing and load shifting algorithms within small cell layer. These results provide also input to the small cell discovery studies [1] by showing that such load balancing/shifting methods require that the UE can detect cells within a small ~3 dB power window.
2
Cell association
Here we show our cell association results for the impact of RSRQ CRE to baseline performance in Scenario 2a. We simulated offered loads of 40, 60 and 90 Mbps per macro cell area (MCA). The rest of the assumptions can be found in the Appendix A. Tables 1-3 show the average resource utilization, average user throughput and cell edge user throughput for all users. It can be observed that maximum load balance between macro and small cell layer does not provide the best overall performance. Opposite to single carrier scenarios, here coverage is improved when CRE is increased from 0 dB to 3 dB. This is due to the reduced intercell interference on the macro layer, and due to the fact that the users offloaded from macro to small cell layer are getting more resources. Best average performance is achieved with 0 dB CRE.
Table 1. Cell association results for offered load 40 Mbps.
	RSRQ CRE 
	0dB
	3dB
	6dB
	9dB

	Average RU / macro
	0.36
	0.32
	0.27
	0.23

	Average RU /  pico 
	0.10
	0.11
	0.11
	0.12

	Average user throughput [Mbps/User]
	33.3
	33.1
	33.5
	32.8

	Coverage (5% CDF) [Mbps/User]
	11.5
	11.6
	12.4
	12.0


Table 2. Cell association results for offered load 60 Mbps.

	RSRQ CRE 
	0dB
	3dB
	6dB
	9dB

	Average RU / macro
	0.62
	0.51
	0.46
	0.37

	Average RU /  pico 
	0.21
	0.22
	0.23
	0.24

	Average user throughput [Mbps/User]
	25.1
	25.0
	24.8
	24.7

	Coverage (5% CDF) [Mbps/User]
	7.33
	7.56
	7.20
	6.98


 Table 3. Cell association results for offered load 90 Mbps.

	RSRQ CRE 
	0dB
	3dB
	6dB
	9dB

	Average RU / macro
	0.90
	0.73
	0.66
	0.59

	Average RU /  pico 
	0.40
	0.49
	0.50
	0.50

	Average user throughput [Mbps/User]
	16.1
	14.9
	14.8
	15.1

	Coverage (5% CDF) [Mbps/User]
	2.90
	3.09
	2.74
	2.86


Note that in these results ideal dynamic ON /OFF is assumed, thus as increasing CRE increases the load on small cell layer, it implies that interference is increased as more cells are ON. In [2]

 REF _Ref363731390 \r \h 
[3], the cell association results show that increasing CRE is beneficial to the overall performance and that may be the case when no dynamic ON/OFF is assumed and the CRS interference level is not dependent on small cell layer resource utilization. 
3 
Load balancing and shifting
We have studied two different schemes for selecting the serving cell among small cells depending on cell load. In our load balancing scheme (Section 3.1), the target is essentially to equalize the number of users served by each cell similarly to [4]. In contrast, in the load shifting scheme (Section 3.2), the target is to minimize inter-cell interference by avoiding turning cells on unnecessarily.
3.1
Load balancing
We simulated a simple load balancing algorithm that aims to divide the load between (small) cells as evenly as possible w/o sacrificing the user link quality to the connected cell too much. The used algorithm works as follows: if a cell is already serving N (N >=1) users, the next arriving user will be served by other (neighboring) cells. Thus in detail, the cells are ordered according to RSRQ for each user. If the best cell for a new user is already N users connected to it, the new user is served by a cell x having lowest load (and <N users) amongst the cells satisfying RSRQ(best)-RSRQ(x) < X dB, with some values of X. The value X guarantees a certain RSRQ level for the user. We simulated X = {0, 2, 4} dB and 40, 60 and 90 Mbps loads per MCA. The results are given in Table 4.
Table 4. Simulation results for the load balancing algorithm.
	Load
	X = 0 dB
	X = 2 dB
	X = 4 dB

	
	Average [Mbps/User]
	Coverage [Mbps/User]
	Average [Mbps/User]
	Coverage [Mbps/User]
	Average [Mbps/User]
	Coverage [Mbps/User]

	40 Mbps
	33.3
	11.90
	32.9 (-1.2%)
	10.84 (-8.9%)
	32.5 (-2.4%)
	10.39 (-12.7%)

	60 Mbps
	25.1
	7.30
	24.4 (-2.8%)
	7.38 (1.1%)
	23.6 (-6.0%)
	6.41 (-12.2%)

	90 Mbps
	16.1
	2.92
	14.9 (-7.5%)
	3.70 (26.7%)
	13.4 (-16.8%)
	2.86 (2.1%)


From the results we see that load balancing improves cell edge user throughput at high load 90 Mbps (27%) with a moderate RSRQ offset (X = 2 dB). In terms of average user throughput, load balancing is causing some losses: 60 Mbps (-2.8 %), 90 Mbps (-7.5%). As a conclusion, load balancing can be beneficial at high traffic load, however only at small RSRQ offsets as with larger offsets the received power compared to strongest cell reduces too much while at the same time inter-cell interference increases.
3.2
Load shifting
With a given cell association, shifting among small cells can be studied. By load shifting we mean an algorithm that aims to avoid waking up sleeping cells. The load shifting we have simulated aims to achieve improvements on top of dynamic ON/OFF switching.  The hypothesis is that if a user is served by a next best cell instead of always waking up the best cell, the (CRS) interference could be reduced and that would benefit more than what is lost in weaker received power for some users. In this case, our cell selection algorithm works as follows. Cells are ordered based on RSRQ for each new user. If a cell having highest RSRQ is a sleeping small cell, we look for the best active small cell x for which RSRQ(best)-RSRQ(x) < X dB, with some values of X. The value X is needed to control the quality of the next best cell the user is associated. If there are no cells x that satisfy the condition, the best sleeping cell is turned on. If X=0, we have normal (ideal) dynamic ON/OFF switching. With a high X value, the user may be attached to a weak cell and also the load may become too concentrated on certain small cells. Thus a low or moderate X is expected to perform best. We simulated three different RSRQ offset values for the used load shifting algorithm (X = {0, 3, 6} dB), X=0 dB resulting to the baseline on no dormancy load shifting. In Table 5, we present the results for the load shifting with different cell association CREs assuming offered load 90 Mbps. 

Table 5. Simulation results for load shifting.

	
	Load 90 Mbps
Average [Mbps/User]
	Load 90Mbps
Coverage [Mbps/User]

	Baseline

CRE = 0 dB, X = 0 dB
	16.1
	2.94

	CRE = 0 dB, X = 3 dB
	16.5 (2.5%)
	3.18 (8.2%)

	CRE = 0 dB, X = 6 dB
	16.2 (0.6%)
	2.68 (-8.8%)

	Baseline

CRE = 3 dB, X = 0 dB
	14.9
	3.12

	CRE = 3 dB, X = 3 dB
	15.7 (5.4%)
	3.03 (-2.9%)

	CRE = 3 dB, X = 6 dB
	15.4 (3.4%)
	2.22 (-28.9%)

	Baseline

CRE = 6 dB, X = 0 dB
	14.8
	2.77

	CRE=6, X=3
	15.2 (2.7%)
	2.54 (-8.3%)

	CRE=6, X=6
	15.6 (5.4%)
	2.24 (-19.1%)


The load shifting cell selection algorithm gives some gain over the baseline with a moderate RSRQ offset (X=3 dB). With CRE = 0 dB, the gains are 2.5% in average and 8.2% in coverage throughput. Thus, the preferable load shifting algorithm depends on at least CRE. The main conclusion is that load shifting gives the best performance with a moderate offset value to the best RSRQ. 
Figure 1 is illustrating the impact of the moderate RSRQ offset X to the probability of small cells being active in the network. As can be seen from the figure, utilisation of 3 dB offset clearly reduces the number of active small cells in the network leading to reduced inter-cell interference on the small cell layer and increasing the time a cell is in OFF state, that is, increases potential energy savings. 
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Figure 1. CDF for the probability of a small cell being active in the network.
Both load balancing and shifting can be performed successfully without additional feedback support or other changes in the specification. For instance, for load balancing, a small cell experiencing high load may initiate handover for a newly arriving user. Further, faster load balancing/shifting could in principle be achieved using the CoMP mechanisms for dynamic point selection, though such methods only work among a limited number of cells and require central control for the participating nodes as well as likely an assumption on ideal or close to ideal backhoul,. 
Observations:
· Load balancing is beneficial at high traffic loads and low 2-3 dB load balancing offsets.
· Load shifting gives best performance with low 2-3 dB load shifting offset value.
· Both load balancing and load shifting can be done without additional specification support.
4
Conclusions

In this contribution we have given our results for cell association between small cell and macro layer as well as for load balancing and load shifting within the small cells. The load balancing and load shifting schemes can be done successfully by network with the existing specification, thus additional standard support is not seen required.  Further, both load balancing and load shifting perform best with low RSRQ offsets.
Observations:
· Load balancing is beneficial at high traffic loads and low 2-3 dB load balancing offsets.

· Load shifting gives best performance with low 2-3 dB load shifting offset value.

· Both load balancing and load shifting can be done without additional specification support.
In [1] the number of detectable cells is evaluated and it is concluded that with 3-6 dB power window all relevant cells are detected with very high probability. Thus, as the results show that the best performance improvement is achieved with a low RSRQ offsets (X = 2-3 dB), the number of cells detected is enough for small cell load balancing/shifting.
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Appendix A – Simulation assumptions

	Parameter
	Value

	Simulated SCE scenario
	2a, 1 cluster, 10 SCs / cluster

	Carrier frequency
	2.0 GHz for macro, 3.5 GHz for pico

	Channel model and propagation
	ITU UMa propagation for macro-to-UE links, ITU UMi propagation for pico-to-UE links

	Antenna configuration
	2 Tx XPOL, 2 Rx XPOL

	Transmission scheme
	2x2 SU-MIMO with  rank adaptation

	UE receiver
	MMSE-IRC

	Channel estimation for feedback
	Realistic CSI-RS

	Channel estimation for demodulation
	Realistic DM-RS

	UE feedback
	Feedback mode 3-1 (wideband PMI, narrowband CQI with 6 PRB subband size), 6 ms delay (CQI,ACK/NACK, PMI), 10 ms reporting interval

	Scheduler
	TD-PF/FD-PF

	Traffic model
	FTP model 1, buffer size 0.5 Mbytes

	RS overhead
	CRS: 2 CRS Rel´8 legacy overhead
DM-RS: 12RE/PRB 
CSI-RS: 1 RE/port/PRB per 10 ms

	Control channel modelling
	Only overhead (3 OFDM symbols) modeled

	HARQ
	Max 4 retransmission, chase combining

	Cell DTX
	Enabled (CRS transmitted only from active cells)


