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1. Introduction
In RAN#60 plenary, during the discussion on time budget for ongoing WIs and SIs, the priority of study on D2D communication was discussed. The conclusion is reflected in RAN1 chairman’s selected highlights of the past plenary [1]:
· The highest priority in RAN1#74 will be given to D2D Communication
· Focus on broadcast D2D communication for the public safety use case, on the understanding that that basic groupcast and relay functionality (for network-UE relay case) is supported by broadcast D2D communication
· If possible, consider optimisations to enhance efficiency of the relay operation. 
· Note that impact to existing operator services and resources is included in the evaluations. 
From the study of whole picture of D2D communication, it is important to take its topology as a starting point for both RAN and core network. Different topologies lead to different implementation function and standardization design. According to the work plan of this meeting, various potential topology types of broadcast D2D communication are provided and analyzed in this contribution, focusing on impacts to physical layer. Although the discussion encloses D2D broadcast communication, basic groupcast and relay (network-UE relay) functionality is also regarded. In fact, from current understanding, group communication can be supported by the same design of broadcast in physical layer. 
2. Discussion
There are mainly two topologies of D2D communication, no matter for broadcast, groupcast or unicast. In this contribution, descriptions are provided taking broadcast communication for illustration. 

· Topology A – Mesh/Ad-hoc based mode
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Figure 1: Examples of Topology A
This topology allows any UE broadcasts to all ProSe-enabled UEs in the communication range directly. 
There could be a cluster head, whose functionalities are mainly as a synchronization reference and/or resource controller. In different scenarios, cluster head could be as follows:
· Within coverage, a certain UE can be the cluster head, and also eNB can substitute to be the cluster head for all UEs within coverage
· Partial coverage, a certain UE can be the cluster head, and also a UE as relay can substitute to be the cluster head for UEs out of coverage

· Out of coverage, without any relay UE, a certain UE can be the cluster head
The type of cluster head could be common in cases “within coverage”, “partial coverage” and “out of coverage”. There are two options from synchronization perspective:

· Option 1: A certain UE which is always the synchronization reference for a number of UEs, but may not be the broadcasting UE. The synchronization reference could also be eNB.
Since synchronization reference is not always provided by the actual broadcasting UE, time/frequency synchronization error would impact receiving UE’s detection, particularly when the distance between broadcasting UE and reference is much different from that between receiving UE and reference[2].

· Option 2: Broadcasting UE is the synchronization reference. The synchronization reference will never be eNB.

Before and during any broadcast D2D communication, synchronization process is inevitable. All UEs need to obtain preparation information from the broadcast UE. In out of coverage case, receiving UEs may actually need to keep synchronization with all possible broadcasting UEs.

Regarding resource control, there are also two options:
· Option 1: There is not any control from cluster head during communication.

The broadcasting UE takes transmission resources by contention. The potentially required configuration information could be predefined to UE or preconfigured by cluster head.

· Option 2: Broadcast and receiving resources are scheduled by cluster head.

Cluster head manages/schedules resources in centralized mode. When cluster head is a certain UE, its implementation needsmore complexity than those UE which will never be a cluster head. More details and discussions can be found in [3]. 
In summary, mesh/ad-hoc based topology can provide much flexibility and scalability in supporting difference types of D2D communication, e.g. broadcast, groupcast, relay and unicast, and potential resource efficiency, at the cost of more efforts on synchronization, resource contention, and the corresponding standardizations.
· Topology B – Owner based mode
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Figure 2: Examples of topology B
This topology allows that only cluster head broadcasts to all ProSe-enabled UEs in the communication range. When the transmit UE is going to broadcast, data is relayed to cluster head firstly and then broadcasted by cluster head.
The functionalities of cluster head in this topology include acting as a synchronization reference and resource controller, transmission data relay and broadcast. In different scenarios, cluster head could be as follows:
· Within coverage, a certain UE can be the cluster head, and also eNB can substitute to be the cluster head for all UEs within coverage
· Partial coverage, a certain UE can be the cluster head, and also a UE as relay can substitute to be the cluster head for UEs out of coverage

· Out of coverage, without any relay UE, a certain UE can be the cluster head
The selection manner of cluster head could be common in cases of “within coverage”, “partial coverage” and “out of coverage”. The cluster head in this topology is always the synchronization reference of the cluster of UEs. That is to say, synchronization reference is provided by the actual broadcasting point (UE/eNB). And hence, time/frequency synchronization errors are controlled within the tolerance which would not impact receiving UE’s detection. Tx UE’s transmission resource and cluster head’s broadcast resource are both controlled and scheduled at cluster head. Both synchronization information and resource management need to be coordinated among clusters via cluster heads, e.g. MBMS-like manner. When cluster head is a UE, its implementation is more complex than the UE which will never be a cluster head.

The main challenge of this topology is its resource usage efficiency. One motivation of introducing D2D communication is that traffic can be offloaded from network with efficient communication. Some higher layer procedure and architecture may also need to be simplified. However, “Relay” of data reduces communication efficiency in the whole system, particularly, when there are a large number of UEs broadcasting data or a large mount of data to be transmitted. Resource occupy not only happens in physical layer, but also takes additional latency and complexity from higher layer perspective. 
In summary, most of physical layer issues, such as synchronization and resource allocation issues in topology A, can be well solved in topology B. However, in order to support robustness of D2D system, any ProSe-enable UE may prepare to be a cluster head, which requests higher UE capability and potential standardization. 
3. Conclusion

In this contribution, two topologies of D2D communication with illustration of broadcast are provided: topology A (a mesh/ad-hoc based topology) can provide much flexibility and scalability in supporting difference types of D2D communication, e.g. broadcast, groupcast, relay and unicast, and potential resource efficiency, at the cost of more efforts on synchronization, resource contention, and the corresponding standardization; topology B (a Owner based topology) can well solve synchronization and resource allocation issues in topology A while requests higher UE capability and potential standardization. To develop the study of D2D, we propose that:

Proposal: Both topology A and B shall be studied in D2D communication as its starting point of design.
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