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1. Introduction
In Rel. 12 small cell enhancements, denser and non-uniform distribution of small cells is considered [1]. Dense small cell deployment is also assumed in the SCE scenario [2]. In this situation, uplink interference would be severer compared to that for a Rel. 8-11 deployment. In order to mitigate such strong uplink interference among small cell UEs, potential enhancements should be studied. 

At the RAN#1#72bis meeting, we proposed an interference mitigation scheme that controls the uplink transmit power while taking into account the interference power to the surrounding cells and the received power at the desired cell [3]. Using such multi-point power control (PC), inter-cell interference may be suppressed. In this contribution, we share our evaluation results on multi-point PC as an interference mitigation scheme in Rel. 12 SCE.
2. Multi-point Power Control
As described in [3], the multi-point PC concept discussed in Rel. 11 CoMP is also beneficial to single point reception in terms of reducing the inter-cell interference. Contrary to Rel. 11 CoMP, multi-point PC for interference mitigation requires neither the ideal backhaul nor NW synchronization. 

Multi-point PC as a method for interference mitigation can be classified into two types. The first is open-loop PC in which the small cell UE measures multiple path losses and determines the transmit power based on the path losses to avoid severe interference to the surrounding small cells. This can be achieved by modifying the PL or PCMAX for transmission PC considering the path losses for neighboring cells. Multi-point path loss measurement may need further study because the accuracy of the RSRP and the number of small cells detected by a UE in a cluster may impact the gain. In such a case, an efficient small cell discovery mechanism would also be beneficial as indicated in [4].

The second type is closed-loop PC in which the surrounding victim cells indicate certain information regarding the interference condition to the aggressor cell, and the aggressor cell controls the transmit power of the aggressor UE via a higher layer or physical layer based on the indicated information. If multi-point path losses measured in UEs are used for closed loop PC, enhanced reporting mechanism may required in addition to the measurement. These two types of PC are illustrated in Fig. 1. For both approaches, the aggressor UE reduces the transmission power to decrease the interference level imparted to neighboring small cells.
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Figure 1 - Multi-point power control
Multi-point PC for interference mitigation could be applied to both the PUSCH and PUCCH. For the PUCCH, although whether interference is severe or not is FFS, such power domain mitigation may introduce less of a specification impact. For UCI on the PUSCH, power reduction would not be applied. UCI can be further protected, in addition to biasing the coding rate, from strong interference from the data resources of the surrounding cells.

Observation 1: Multi-point PC could be applied to both the PUSCH and PUCCH

3. Performance of Multi-point Power Control
3.1. Evaluated Multi-point PC model
In this section, we describe a multi-point PC model for the evaluation. In this model, UEs limit the maximum transmission power, PCMAX, in an open-loop manner considering the path losses for the surrounding small cells. To protect the cell edge user throughput, the power reduction is only applied to the UEs that have an SINR higher than a certain threshold as shown in the following equation.
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 (1)
where Iref is the maximum interference level for the neighboring small cells and SINRth is the minimum SINR for UEs to which multi-point PC is applied. Term  denotes the set of small cells within the same cluster except the serving cell. Thus, 
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 denotes an estimated interference power which a UE would affect within a cluster. In the evaluation, we set the parameters as SINRth = 0 dB and Iref = {5, 10} dB. Note that in the equation, the interference level is calculated for all cells including harmless interference to the cells where no UE is connected.
The evaluated maximum transmission power restriction does not change dynamically except for the SINR criteria. Thus, the PC can be updated with a certain interval such as the path-loss estimation interval which at least the shadowing variation can be measured. In the evaluation, PCMAX is updated every 100 ms.
3.2. Performance of multi-point PC
In the simulation, only the  small cell layer is modeled. Other parameters are summarized in the Appendix. A sparse small cell deployment with two small cells per cluster and a dense small cell deployment with ten small cells per cluster are evaluated. The user throughput performance is summarized in Tables 1 and 2. Single-point PC with the fixed PCMAX of 23 dB and multi-point PC with Eq. 1 are compared. 
Table 1 User throughput (2 small cells × 1 cluster)
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Table 2 User throughput (10 small cells × 1 cluster)
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From the evaluation results, significant throughput improvement is observed with a sparse small cell deployment except for the case of FTP model 1 with the arrival rate of  = 5 UEs/s. With the sparse deployment, the traffic per small cell is higher than that of the dense small cell deployment if the offered traffic is the same. The effect of the number of UEs per cell can be easily confirmed in the sparse small cell deployment case with full buffer traffic where the cell load is almost full for both 10 UEs and 50 UEs per macro area. Here, the throughput performance gain of a 50% CDF UE is higher with 50 UEs than with 10 UEs. This is because when a strong aggressor UE reduces its transmission power to reduce the interference, the merit increases since many UEs are connected to the victim cell. A similar tendency can be confirmed in the FTP traffic model.

Observation 2: Multi-point PC is effective for heavy traffic
Although the tendency can be confirmed for other cases, more serious phenomena can be seen as a negative gain with a small amount of traffic per small cell. In a case such as FTP model 1 with the arrival rate of  = 5 UEs/s, there are some cells with no UEs connected. With the evaluated PC model, such traffic-less small cells are also included in the interference level calculation. This yields no gain but degrades the desired signal. To balance the degradation in the received power of the desired signal and the gain from the interference reduction property, traffic or existence of connected UEs would be taken into account for interference mitigation. Similar can be said for other interference mitigation schemes such as frequency reuse between small cells. For more realistic traffic which would be more biased geographically within a cluster, a large gain could be obtained by reducing the transmission power in low traffic cells because many UEs suffer from interference from a limited number of aggressor UEs in a low traffic cell. Although it is categorized as an offloading scheme rather than interference reduction, such traffic adaptation is beneficial in increasing the user throughput further. To introduce traffic adaptation to multi-point PC, closed-loop control is required. Consequently, multi-point PC with closed-loop control would be preferable.
Observation 3: Traffic adaptation will be beneficial to achieve efficient interference mitigation especially for light traffic
Proposal 1: Joint evaluation of interference mitigation and traffic adaptation is recommended for Rel. 12 SCE
When small cells are deployed densely within a cluster, the performance of interference mitigation may degrade if the RSRP of a limited number of small cells is detected or accuracy of the RSRP is decreased. It can be said that study of an efficient discovery scheme may beneficial for efficient interference mitigation as indicated in [4].

4. Conclusion
In this contribution, we evaluated the performance of multi-point PC for interference mitigation between small cells. Observations and the points that RAN1 should discuss in the SCE SI are summarized below.
(Observations)

· Observation 1: Multi-point PC could be applied to both the PUSCH and PUCCH

· Observation 2: Multi-point PC is effective for heavy traffic

· Observation 3: Traffic adaptation may be beneficial to achieve efficient interference mitigation especially for light traffic

(Proposals)
· Proposal 1: Joint evaluation of interference mitigation and traffic adaptation may be recommended for Rel. 12 SCE
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Appendix

Table A Simulation Parameters
[image: image6.emf]Parameters Assumptions

Cell deployment  Small cell only: 

Clusters uniformly random within macro geographical area; 

small cells uniformly random dropping within cluster area;

System bandwidth  10MHz

Carrier frequency  3.5GHz

Distance-dependent path 

loss/penetration/shadowing

ITU UMiwith 3D distance 

Traffic model Full buffer / FTP traffic model 1, S = 0.5 MB

UE distribution 2/3 UEs randomly and uniformly dropped within the clusters, 1/3 

UEs randomly and uniformly dropped throughout the macro 

geographical area. 20% UEs are outdoor and 80% UEs are 

indoor.

UE receiver MMSE

UE moving speed 3km/h

Antenna configuration  1x2 

Control delay 6ms

Total UE TX power 23 dBm, 

a

= 0.9, P0 = -90

Overhead SRS overhead -5 ms period 

4 PRBs for PUCCH
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