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1 Introduction

The UMTS heterogeneous networks study item was approved in RAN plenary #57 [1]. The simulation assumptions and performance metrics for the evaluation of HSPA Heterogeneous Networks (HetNet) have been agreed at RAN1#71 meeting [2]. In this contribution, we study the performance of UMTS heterogeneous networks in co-channel scenarios. The system level simulation results of full buffer and bursty traffic are both presented.
2 Simulation results
In this section, we present the downlink simulation results for HetNet co-channel deployment with full buffer and bursty traffic. In the bursty traffic scenario, the impact of Multiflow SF-DC (Single Frequency Dual Cell) [3] is also shown. There are four LPNs randomly distributed within a macro cell area. The user dropping criteria is 50% clustering UE dropping. For SF-DC downlink scheduling, in each cell, UEs that have this cell as serving have the highest priority. The other system simulation parameters are summarized in the appendix and they follow the agreed parameters. 
2.1 Simulation results for Heterogeneous Networks with co-channel deployment and full buffer traffic
The improvements of user throughput introduced by LPNs in full buffer condition are shown in Figure 1 and Table 1. From Figure 1, we can observe significant performance gains from HetNet deployment in terms of the mean, median, and cell edge (5th percentile of the CDF) user throughput.
With the increase of LPN transmission power, we can observe the extra throughput gains since more UEs are offloaded from Macro to LPNs (24dBm: 30%, 37dBm: 48.5%). Compared with a cell individual offset (CIO) of 0dB, applying a CIO of 3dB can offload even more UEs to LPNs, and provide higher gains. We note that applying CIO is especially beneficial to the users at cell edge. For 4LPN 30dBm configuration, applying a CIO of 3dB improves the cell edge gain by 93% compared with a CIO of 0dB. Although we observe that there is a slight decrease in the mean user throughput with 4LPN 37dBm CIO=3dB configuration, a significant gain at cell edge is still observed.
Take a closer look at Figure 2, it is observed that more transmission power of the LPN improves the overall user throughput. A small loss in mean user throughput of the 4LPN 37dBm with a CIO of 3dB configuration is the result of the higher throughput users’ performance degrade. The higher throughput users have to share resources with the extra UEs served by LPN when CIO is applied.

[image: image1]
Figure 1. User throughput gains compared to Macro only scenario, Full buffer traffic model

Table 1. Mean, Median, and Cell Edge (5th percentile of the CDF) user throughput for different configurations with offload percentage, Full buffer traffic model
	
	Macro only
	4 LPN 24dBm
	4 LPN 24dBm with CIO=3dB
	4 LPN 30dBm
	4 LPN 30dBm with CIO=3dB
	4 LPN 37dBm
	4 LPN 37dBm with CIO=3dB

	Mean (Kbps)
	391
	1472
	1588
	1580
	1617
	1712
	1646

	Median (Kbps)
	307
	601
	726
	666
	753
	888
	908

	Cell Edge (Kbps)
	102
	127
	156
	135
	165
	172
	218

	offload (%)
	N/A
	30.25
	35.69
	35.44
	40.06
	48.5
	52.19
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Figure 2. User throughput CDF for different transmission power and CIO configuration, Full buffer traffic model

2.2 Simulation results for Heterogeneous Networks with co-channel deployment and bursty traffic model
In this section, we present the simulation results of a HetNet deployment with four 30dBm LPN per macro cell in bursty traffic condition. The bursty traffic model is specified in Table A2 in the appendix, which is similar to the model specified in [2]. Compared with full buffer traffic, a larger gain is observed in bursty traffic condition.
From Figure 3, it is observed that the application of CIO or Multiflow has similar effect. Both CIO and Multiflow provide performance improvement at cell edge. It is worth noting that when applying both CIO and Multiflow at the same time, the cell edge user improvement is higher. The introduction of CIO increases the opportunities of the LPNs to schedule assisting transmissions for the macro UEs. Hence, Multiflow can be used as a complementary method to improve the cell edge user performance due to the possibly non-optimum downlink cell selection when applying CIO. However, ideal control channel reception is assumed in the simulations. Further research is required to evaluate the impairment due to control channel reception error.

[image: image3]
Figure 3. User burst rate gains compared to Macro only scenario, Bursty Traffic model

Table 2. Mean and Cell Edge user burst rate for 4LPN 30dBm configuration with/without Multiflow and CIO, Bursty traffic model
	
	Macro only
	4 LPN 30dBm
	4 LPN 30dBm with CIO=3dB
	4 LPN 30dBm +Multiflow
	4LPN 30dBm with CIO=3dB +Multiflow

	Mean Burst Rate (kbps)
	842
	3809
	3828
	3918
	4101

	Cell Edge Burst Rate (kbps)
	82
	331
	383
	372
	496


3 Conclusion
In this contribution, we have shown the system performance results of HetNet in co-channel scenarios with full buffer and bursty traffic model. The following observations are made according to the simulation results.
· The performance benefit from HetNet deployment in terms of mean, median and cell edge user throughput is significant in both full and bursty traffic scenarios.
· Increased LPN transmission power and CIO provides higher overall user performance improvement. Although in some configurations, there is a slight degradation in mean user throughput, the cell edge performance gain still holds.
· The application of Multiflow has similar performance improvement to the deployment of CIO. Both schemes improve the performance of cell edge users.
· Applying both CIO and Multiflow at the same time, the cell edge user improvement is higher. Multiflow can be used as a complementary method to improve the cell edge user performance due to the possibly non-optimum downlink cell selection when applying CIO.
· Ideal control channel reception is assumed in the simulations. Further research is required to evaluate the impairment due to control channel reception error.
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5 Appendix: simulation parameters
The system simulation assumptions for UMTS Heterogeneous Networks are shown in Table A1. And the parameters for downlink bursty traffic model are given in Table A2.
Table A1: System simulation parameters for UMTS HetNet performance evaluation
	Parameters
	Values and comments

	Carrier Frequency
	2000 MHz

	Carrier Spacing
	5MHz 

	Cell Layout
	57 cell hexagonal (19 NodeB, 3 sectors per Node B with wrap-around)

	Inter-site distance
	500 m

	Number of LPNs 
	4

	Deployment of LPNs


	Minimum distance between LPN and macro cell: 75m

Minimum distance between LPNs: 40m 

	Dropping criteria for LPNs

	LPNs are randomly and uniformly distributed within a macro cell

	Number of UEs
	16

	Deployment of UEs
	The minimum distance between UE and macro cell is 35m

The minimum distance between UE and LPN is 10m

	Dropping criteria for UEs


	· Hotspot: Randomly and uniformly dropping with Photspot of the total users within a radius, r, of LPN base station, and randomly and uniformly dropping of the remaining users in the entire macro geographical area of the given macro cell (including LPN area).

Type 1: Photspot = ½ 

The radius r of the LPN is equal to 20m, 35m, and 60m when the LPN power is 24dBm, 30dBm, and 37dBm, respectively.

	Scenarios
	Outdoor

	Path Loss
	Macro Node: L=128.1 + 37.6log10(R), R in kilometres

LPN: L=140.7 + 36.7log10(R), R in kilometres

	Log Normal Fading

(outdoor)
	Standard Deviation: 8dB (macro cell); 10 dB (LPN)

Inter-Node B Correlation: 0.5

Intra-Node B Correlation :1.0

Correlation Distance: 50m 

	Antenna pattern
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LPN: 2D Antenna, omni-directional

	Channel Model
	PA3

	Penetration loss
	20dB

	Maximum Tx Power of NodeB
	Macro Node: 43dBm

LPN: 37 dBm, 30 dBm, 24 dBm

	Max BS Antenna Gain
	Macro cell: 14dBi

LP cell: 5 dBi

	Max UE Antenna Gain
	0dBi

	NodeB Noise Figure
	Macro Node: 5 dB

LPN: 5 dB

	UE Noise Figure
	9 dB

	Thermal noise density
	-174dBm/Hz (reception bandwidth 3.84MHz)

	HS-DSCH
	Up to 15 SF 16 codes per carrier for HS-PDSCH

Total available power for HS-PDSCH is 80% (SIMO) of Node B Tx power, with HS-SCCH transmit power being driven by 1% HS-SCCH BLER.
HS-PDSCH HARQ: Both chase combining and IR based can be used. Maximum of 4 transmissions with 10% target BLER after the first transmission. Retransmissions are of highest priority. 

	Number of HARQ processes
	6

	Total overhead power
	20% (SIMO) 

	UE Receiver
	Type 3i (LMMSE 2-rx with IC)

	Soft Handover Parameters
	· R1a (reporting range constant) = 4.5dB

· R1b (reporting range constant) = 4.5dB

	Traffic
	· Full buffer

· Bursty traffic: according to Table 2 in [2]. 

	Multiflow configuration
	SF-DC

	SF-DC scheduling
	For each cell, two classes of UEs are defined during scheduling

· Class A: UEs that have this cell as serving (via stronger link)
· Class B: UEs that do NOT have this cell as serving (via weaker link)
The Class A UEs have the highest priority

	CIO
	0, 3 dB

	Max active set size
	3

	Power control
	DL: Based on CQI. No IBLER control

	Network Configuration
	SIMO


Table A2: Downlink bursty traffic model
	Component
	Distribution
	Parameters
	PDF

	File size (S)
	Truncated Lognormal
	Mean = 0.25 Mbytes
Std. Dev. = 0.0902 Mbytes
Maximum = 1.25 Mbytes
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	Inter-burst time 
	Exponential
	Mean = 5 sec
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