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1
Introduction

In RAN1#71 and in the subsequent e-mail discussion after the meeting, search space definitions were discussed and a few conclusions were made. However, the following topics were still left for further discussion with square brackets inserted in corresponding parts of TS36.213 [1]:
· Localized EPDCCH search space definition, especially in case of cross-carrier scheduling

· Distributed EPDCCH search space definition

· Exact definition of the set-specific randomization seeds Yp,k
In this contribution we provide our views on these details of EPDCCH search space design. 

2
Open issues on search space definitions
In case of localized EPDCCH, the open topic was basically how to incorporate cross-carrier scheduling into the search space definition. For distributed EPDCCH, the open issue is whether the Rel-10 search space equation should be reused as it is, or whether the search space equation adopted for localized EPDCCH should be used also for distributed EPDCCH. Finally, it was agreed to have different seed values Yp,k for different EPDCCH sets, however the exact definition is still open. These issues are discussed in sections 2.1, 2.2 and 2.3 respectively.
2.1
Localized EPDCCH search space definition
For localized EPDCCH search space, the current equation in TS36.213 reads
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where 
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. The definition for the case of cross-carrier scheduling is basically similar to the Release 10 PDCCH search space. However in this case with such definition it turns out that in fact the candidates for each cell are completely overlapping. It would naturally be desirable from blocking perspective that the candidates would not be overlapping, and on the other hand the search space definition should be also such that the candidates for each cell are uniformly distributed over all allocated PRB pairs as much as possible. This is important to enable frequency-selective scheduling gains for EPDCCH independently of the cell being scheduled.
In order to achieve this, one possibility could be to replace the number of candidates per cell 
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 by the total number of candidates across all cells 
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 for which the UE is monitoring EPDCCH. In this case, in order to avoid concentrating the candidates of one cell into a small part of the EPDCCH candidate space (and hence small part of allocated EPDCCH bandwidth), also 
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 needs to be modified for instance to 
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. This method would however still have a small drawback that the search spaces of all cells with 
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would depend on the total number of monitored cells. This means that any reconfiguration or activation/deactivation may also change the search space corresponding to cells that are unaffected by the said reconfiguration or activation/deactivation. This could increase search space ambiguities between the UE and the eNB and is therefore not desirable.

Anyway, an even simpler way is found by noting first that for one cell the current equation actually maximizes the spacing between consecutive search space candidates. Hence, a simple modification is to offset the search space by
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. Our proposal is thus that the localized EPDCCH search space is defined as follows:
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The search space is also illustrated in Figure 1 for Yp,k=0, L=1, NECCE,p,k=16, M(L)=4 and two cells with nCI=0 and nCI=1.
[image: image10.emf]m=0 m=1 m=2 m=3

m=0

m=0

m=1

m=1

m=2

m=2

m=3

m=3

Current definition:

Proposed:

n

CI

=0

n

CI

=1

n

CI

=0 and n

CI

=1 (overlapping)

Frequency

Frequency


Figure 1. Illustration of the proposed localized search space equation for case of cross-carrier scheduling.
Proposal:

· For localized EPDCCH, the search space candidates are given as follows:
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2.2
Distributed EPDCCH search space definition
Regarding distributed EPDCCH search space, the main open issue was whether the search space equation is the same as in Release 10 or whether the same equation as for localized EPDCCH is used.

The Release 10 search space equation is well-proven operable and there should be rather strong reasons to abandon it and replace it by the localized EPDCCH search space equation. During the post-RAN1#71 e-mail discussion on search spaces, it was mentioned that using the localized EPCCH search space equation for distributed EPDCCH could alleviate blocking in case of overlapping localized and distributed EPDCCH sets. While this aspect was acknowledged, it was also mentioned that in normal operation without overlapping EPDCCH sets, the performance should not be degraded.
To evaluate the impacts of distributed EPDCCH search space definition, we simulated blocking probabilities in three cases: 
1) First case is distributed EPDCCH only, in order to verify that the utilization of same search space equations would not degrade performance compared to using the Release 10 search space equation for distributed EPDCCH. There are altogether three non-overlapping distributed EPDCCH sets, one of which is the primary set configured to all UEs, and additionally each UE is configured with another set chosen from the remaining two sets.
2) In the second case we simulated multiplexing of distributed and localized EPDCCHs in same PRB pairs only from the eNB perspective, i.e. each UE is configured only with one localized EPDCCH set or one distributed EPDCCH set. Hence roughly half of the UEs are monitoring localized candidates and half of the UEs are monitoring distributed candidates, all on the same PRB pairs.

3) Finally, in the third case each UE is configured with overlapping localized and distributed EPDCCH sets. Here the eNB has to prioritize either localized or distributed EPDCCH scheduling, hence we simulated both the case in which the eNB attempts scheduling using localized candidates first, and the case in which the eNB attempts scheduling using distributed candidates first. Obviously more sophisticated scheduling algorithms could be possible.

In all cases the EPDCCH sets contain 4 PRB pairs. Detailed assumptions are listed in Appendix A.
The results are shown in Figure 2, Figure 3 and Figure 4. First, from Figure 2 we observe that in fact using the localized EPDCCH search space equation for distributed EPDCCH improves the blocking probability even in the “normal” case with non-overlapping EPDCCH sets when the EPDCCH load is low. For instance, a scheduled EPDCCH using a high aggregation level can in some cases block even all candidates at lower aggregation levels in case of Rel-10 equation, while with the localized search space equation the candidates are more uniformly distributed over the whole ECCE space and such blocking would not happen. Note that in these simulations the EPDCCH scheduler did not attempt to schedule the EPDCCH using a higher aggregation level in case of blocking.

Figure 3 shows the performance in case of overlapping EPDCCH sets, with each UE being configured only with one localized EPDCCH set or one distributed EPDCCH set. UEs are scheduled in priority order, hence there is no particular prioritization of either localized or distributed EPDCCHs. In such case, as expected, reusing the localized EPDCCH search space equation for distributed EPDCCH provides a small benefit in terms of blocking probability. In case of Figure 4, all UEs have been configured with both localized and distributed EPDCCH sets. The eNB prioritizes either localized or distributed EPDCCH in the scheduling and hence most UEs are in fact scheduled with EPDCCH of the same type. Hence there is no difference between the search space equations.
[image: image12.png]Blocking probabilty

10

0

10°

10

DClformat 14, PC 3 dB

Localized
Rel-10

5

10 15 20
Number of scheduled DCls

25

a0




Figure 2. Simulation results for the first case with non-overlapping distributed EPDCCH sets.
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Figure 3. Simulation results for the second case with overlapping localized and distributed EPDCCH sets, with each UE configured with either one set.
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Figure 4. Simulation results for the third case with overlapping localized and distributed EPDCCH sets, with each UE configured with both sets. The eNB prioritizes either distributed or localized EPDCCH in the scheduling.
From the results we observe that the differences between the existing Release 10 search space equation and reusing the localized search space equation would not seem very significant. However, there does not seem to be any big drawback from relying on the same search space equation either. Hence as a conclusion we would be fine with using either the Release 10 search space equation or the localized EPDCCH search space equation for distributed EPDCCH.
2.3
Definition of set-specific search space randomization seed
It was agreed in RAN1#71 to have different search space randomization seeds for the two EPDCCH sets that can be configured to the UE. However during the e-mail discussion after RAN1#71 there was no consensus on which scheme exactly to adopt o realize the different seeds. Several options were listed as follows:
· Option 1: Different initial values
· Y0,-1 = nRNTI
· Y1,-1 = nRNTI +1

During the e-mail discussion this option was claimed to waste C-RNTIs. The original motivation of the different seed values was avoiding the same UEs blocking each other in the two sets (which can happen in case the UEs are scheduled with two DCIs in the same subframe). If the initial values are chosen as above, such problem would not exist even if there are UEs allocated C-RNTI and C-RNTI+1 – in that case the initial values will be nRNTI and nRNTI+1 for UE#1 and nRNTI+1 and nRNTI+2 for UE#2. Hence in our view this option would solve the problem without any waste of C-RNTIs.
· Option 2: Different values of A for different sets
· Yp,k = (A(p)Yp,k-1) mod D
· A(0) = 39827

· Value of A(1) to be decided, for instance A(1) = 39829
This method would seem to achieve the desired goal and would not seem to have any major drawbacks either.
· Option 3: Fixed offset
· For instance Y1,k = Y0,k+3
It was argued that a fixed offset would avoid collisions between candidates in case of overlapping EPDCCH sets (of the same type). However it seems that this could be avoided also by just configuring a single EPDCCH set instead of two. On the other hand this approach does not seem to help with the original problem in case of non-overlapping sets as in that case two UEs could still have exactly the same search spaces in both sets.
· Option 4: Updating Y0,k per set and per subframe instead of per subframe only
· Calculate Y0,k twice per subframe
· Use Y’p,k = Y0,p+2k in the search space definition
This option would also seem to solve the issue; however has a minor drawback in that the UE (and the eNB) will have to maintain three values of the randomization seed instead of only two as in options 1 to 3. This is because the value Yk used for PDCCH is updated with a slower rate, and the UE still has to monitor PDCCH at least for common search space, and possibly also for UE-specific search space in some subframes according to EPDCCH configuration. Since option 4 does not seem to have any advantages over for instance option 2, this is not our preferred option.
Out of the four options above, either option 1 or option 2 would at least seem to solve the problem without any major drawbacks. Since at least during the e-mail discussion there seemed to be controversy about the C-RNTI wastage, we would be perfectly fine with adopting option 2.

Proposal:

-
Realize set-specific randomization seeds by set-specific values of A

-
Yp,k = (A(p)Yp,k-1) mod D

-
A(0) = 39827

-
Value of A(1) to be decided, for instance A(1) = 39829

3
Conclusions
In this contribution we have provided our views on the remaining details of EPDCCH search space definitions. Our proposals are summarized as follows:

Proposals:
· For localized EPDCCH, the search space candidates are given as follows:
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-
Realize set-specific randomization seeds by set-specific values of A
-
Yp,k = (A(p)Yp,k-1) mod D

-
A(0) = 39827

-
Value of A(1) to be decided, for instance A(1) = 39829

As for the search space equation for distributed EPDCCH, we are fine with either reusing the Release 10 search space equation or with adopting the above localized EPDCCH search space equation also for distributed EPDCCH.
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Appendix A – Simulation assumptions

Table 1. Simulation assumptions.

	Parameter
	Value

	Simulation scenario
	3GPP Case 1

	System bandwidth
	10 MHz

	Carrier frequency
	2.0 GHz

	Antenna configurations
	2x2, uncorrelated

	Channel model
	ETU, 3 km/h

	Number of scheduled UEs
	1 to 30

	EPDCCH set configuration
	Case 1:

· 2 distributed sets per UE

· 3 distributed sets in total (non-overlapping)

Case 2:

· 1 distributed or localized set per UE

· Distributed and localized sets overlapping

Case 3:

· 1 distributed and 1 localized set per UE

· Distributed and localized sets overlapping

	Number of candidates per AL
	According to TS36.213

	DCI format and payload size
	DCI format 0/1A, 27+16 bits

	ECCE size
	27 REs available per ECCE

	Number of ECCEs per PRB pair
	4

	Number of PRB pairs per EPDCCH set
	4

	Aggregation levels
	1,2,4,8,16

	EPDCCH target BLER
	1%

	EPDCCH power control range
	Up to 3 dB
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