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Introduction
At RAN #58, it has been concluded that this WI is to enable TDD UL-DL reconfiguration for traffic adaptation in small cells [1]. In order to accommodate the asymmetric traffic demands, effective and efficient interference mitigation (IM) schemes ought be developed and agreed during the future RAN1 meetings. This issue has been concluded in [1] as:

· Agree on interference mitigation scheme(s) for systems with TDD UL-DL reconfiguration to ensure coexistence in the agreed deployment scenarios, and specify the necessary (if any) mechanism(s) to enable the agreed interference mitigation scheme(s), e.g.
· E-UTRAN/UE measurements, backhaul coordination, and signaling,
· Power control
In this effort, we present and discuss one coordinated scheduling and beamforming based IM scheme in dynamic TDD systems. The proposed scheme is conducted on the basis of cell cluster when the DL and UL transmissions are unsynchronized within the cluster of interest. The associated reconfiguration approach can be either the cell-specific reconfiguration [2] or the cluster-specific corporative reconfiguration proposed in [3]. Additionally, our proposed scheme can be employed incorporated with other IM schemes, such as power control presented in [4]. The deployment scenario discussed in this document focuses on co-channel deployed outdoor pico-cells where the Macro-eNB is not activated. As our proposed scheme is mainly focused on jointly designing and optimizing the DL beamforming vectors and overall scheduling decisions with ideal CSI, extensive studies in the future may concentrate on distributed and iterative scheduler design with statistical impaired CSI.
Proposed interference mitigation scheme

2.1   Cell clustering



Fig. 1 An example of MCL-based cell clustering scheme

As indicated above, the proposed coordinated scheduling and beamforming based interference mitigation scheme is conducted on the basis of cell cluster. The cell clusters serve as the minimum coordination sets and ought to be isolated from each other in order to avoid the inter-cluster interference. Though exact metrics used to form the cell clusters can vary, they should at least reflect the propagation property between the pico-cells. Here, the mutual coupling loss (MCL) between pico-cells is employed as the metric in performing the cell clustering. This is not only because the MCL can better characterize the loss in signal between pico-cells, but also it can be easily measured by individual pico-cell. The pico-cells with smaller MCL than the predetermined threshold are categorized into the same cluster with constraint on the maximum number of cells within one cluster. Transmission directions in cells belonging to either the same cluster or different clusters are allowed to be different in a subframe. This can be achieved by employing either the cell-specific reconfiguration or the cluster-specific reconfiguration with optimized performance metrics. 

2.2   Coordinated scheduling and beamforming based IM scheme

[image: ]
                
Fig. 2 An example of coordinated scheduling and beamforming based IM in a three-cell scenario

After the cell clustering, dynamic UL-DL reconfiguration is performed. The reconfiguration can be either the cell-specific reconfiguration [2] or the cluster-specific reconfiguration [3]. Anyhow, the transmission directions in cells belonging to the same cluster could be different in a subframe, which would result in significant intra-cluster cross-subframe co-channel interference (CCI). To mitigate the intra-cluster CCI, we investigate the use of the coordinated scheduling and beamforming based IM algorithm that coordinates the scheduling decisions and the derivations of DL beamforming weights with respect to the cluster of interest during crossed subframes. The development of the proposed algorithm is motivated by the concept of coordinated multi-point transmission/reception (CoMP) studied in [5] and references therein. To better illustrate the proposed algorithm, we assume that there are three cells within the cluster of interest with each of them having a different UL-DL configuration. For instance, in Fig. 2, at the moment, pico-cell a and b are conducting the DL transmissions meanwhile UE 6 in pico-cell c is performing the UL transmission. As in this effort, we are more focused on reducing the Pico-Pico CCI (and therefore, enhancing the UL throughput performance), the basic principles of the IM algorithm are 
· Minimizing the power leakage from DL to UL
· Scheduling the UL UEs on the RBs that are least interfered by the co-scheduled DL UEs. 
Come back to the example shown in Fig. 2, since only cell c is performing the UL transmission at the moment, the corresponding instantaneous throughput metric can be calculated as


    (1)













[bookmark: OLE_LINK1][bookmark: OLE_LINK2]assuming that UE r is scheduled on RB s;  and  represent the number of UL transmit and receive antennas, respectively; denotes the number of DL transmit antennas;  corresponds to the transmit power of UE r on RB s;  is the UL  small-scale fading channel experienced by UE r on RB s in cell c;  represents the DL beamforming vector generated from pico-eNB x to UE y on RB z with dimension of ;  denotes the  channel matrix observed by pico-eNB y from pico-eNB x on RB z with each component distributed according to ;  is the per-antenna average ``out-of-cluster'' interference and noise powers observed at pico-eNB c on RB s. Clearly, the maximization of (1) requires solving




s.t.,                    (2)




where  represents the transmitted signal power from the pico-eNB. Unfortunately, the solutions to  and  do not have closed forms. Alternatively, the sub-optimal closed-form solutions could be obtained by using the signal-to-leakage-plus-noise ratio (SLNR)-based linear precoding design [6]. Bearing all these in mind and taking the example shown in Fig. 2, we explain the detailed design procedures of the proposed coordinated scheduling and beamforming based IM algorithm as follows:
· Step-1: Select a candidate group of UEs (e.g., UE 0, 4 and 6 in Fig. 2) that would possibly be served by pico-cell a, b and c on the same specific RB (say, RB s);
· Step-2: For such a candidate group of UEs (0, 4, 6), the SLNR assuming the transmission from pico-eNB a to UE 0 with the power leakage to pico-eNB c on RB s is calculated as


           (3)





Here,  represents  DL small-scale fading channel experienced by UE 0 on RB s in pico-cell a with  as the number of DL receive antennas. Hence,  is determined based upon the following metric,


                            .                   (4)




Since  is Hermitian positive semi-definite and  is Hermitian positive definite, by generalized eigenvalue decomposition, there exists an invertible matrix  such that


             (5)

                   (6)






with . Here, the columns of  and the diagonal entries of  are the generalized eigenvectors and eigenvalues of the pair , respectively. Then, the optimal beamforming vector that maximizes the objective function in (4) can be obtained by extracting the first column of  as

                   (7)



where  is a scaling factor so that ;
· 

Step-3: Calculate in a similar fashion to ;
· Step-4: Compute the uplink throughput performance for this candidate group of UEs (0, 4, 6) by plugging the optimized beamforming weights into (1);
· Step-5: Iterate from Step-1 to Step-4, obtaining the uplink throughput metrics for other candidate groups of UEs;
· Step-6: Select and schedule the candidate group of UEs with the maximum uplink throughput performance on RB s.

The above procedures are described specifically for a cluster comprising three coordinating cells with the crossed subframe containing two DL transmissions and one UL transmission. However, it is worth noting here that the proposed algorithm can be generalized to the case that more than three cells are included in the same cluster with arbitrary combinations of DL and UL subframes. Obviously, globally optimizing the DL beamforming vectors and the scheduling results would yield increased computational complexity and signalling overhead. Fortunately, these can be significantly reduced by means of distributed and iterative scheduler design. This is mainly because the DL beamforming weights can be derived at each local site independently. The scheduler can be implemented iteratively such that at each iteration, the cell of interest revisits its scheduling decisions as well as the calculated beamforming weights based upon the scheduling results and/or beamforming vectors determined by other cells at the previous iteration. Then, the cell of interest updates the associated decisions that maximize the predefined performance metrics. After several times of iterations, the maximization of the overall uplink throughput could be achieved. 

2.3   Associated signalling support, measurements and backhaul coordination

Necessary channel state information (CSI) is required to facilitate the proposed IM scheme. The CSI between the pico-eNBs and the UEs can be obtained by using the UE-specific CSI-reference signal (RS) or exploiting the TDD channel reciprocity. In addition, the CSI between relevant pico-eNBs should be known as well, which would require extra standardization efforts on the RS design. In addition, statistical CSI can be employed to reduce the complexity and signalling overhead.

As our proposed IM scheme is operated on disjoint cell clusters, backhaul coordination between cells within the same cluster is demanded. This may include the exchange of necessary CSI measurements and scheduling associated results. Additionally, the information of employed UL-DL configurations should be known to all cells of interest as well, which triggers the proposed IM algorithm when asynchronous DL and UL transmissions in neighbouring cells occur. It is worth noting here that the developed IM scheme can be conducted in a semi-static manner as well, which would reduce the complexity and signalling overhead.  
Simulations and analysis




Detailed simulation assumptions and system parameters are listed in Table II, strictly following 3GPP discussions [2]. In our simulations, the DL and UL transmissions are evaluated simultaneously in an integrated simulator. Additionally, file transfer protocol (FTP) traffic model 1 defined in 3GPP TR36.814 [7] is applied with fixed file size of 0.5 Mbytes. If we denote the DL packet arrival rate as, the UL packet arrival rate  can be calculated according to the ratio of the DL/UL packet arrival rate . A packet is randomly assigned to a UE with equal probability. Moreover, the traffic patterns are independently modeled for both DL and UL directions per UE in different cells. For the cell clustering, the MCL threshold is set to be -70 dB, which actually is the minimum coupling loss defined in related 3GPP specifications [8]. The maximum number of cells within the same cluster is restricted as three. By doing so, (i) the computational complexity and overhead of the proposed reconfiguration framework are scalable; and (ii) sufficient coordination gains can be achieved.
[image: ]

Fig. 3 Cell-average DL packet throughput performance
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Fig. 4 Cell-average UL packet throughput performance
Cell-average DL and UL packet throughput performances are provided in Figs. 3 and 4, respectively. Three cases are considered as baseline scenarios for comparison with our proposed coordinated scheduling and beamforming based IM scheme. They are: (i) reference configuration 1 is employed without dynamic reconfiguration; (ii) cell-specific reconfiguration without any IM scheme; and (iii) cluster-specific reconfiguration proposed in [3] without any IM scheme. From the evaluation results, it is concluded that in UL, the cell-specific reconfiguration exhibits worse throughput performance relative to no reconfiguration at high traffic loads due to the Pico-Pico interference. Cluster-specific reconfiguration with optimized performance metrics outperforms the cell-specific reconfiguration and no reconfiguration in both DL and UL directions. Our proposed IM scheme is employed incorporated with both the cell-specific and cluster-specific reconfiguration methods. From the evaluation results, it is observed that our proposed IM scheme exhibits promising throughput performance over the baseline scenarios in both DL and UL directions. In addition, the corresponding performance improvements are especially substantial in UL at relatively high traffic loads. This is due to the fact that the occurrence of the candidate UEs with promising performance metrics increases at high traffic loads.

Conclusion
In this contribution, we proposed and evaluated one IM scheme in dynamic TDD systems for interference management between pico-eNBs. To be more specific, in our proposed scheme, the DL beamforming weights and the overall scheduling decisions are designed and optimized in a coordinated manner on the basis of cell cluster. The corresponding necessary signalling support, measurements and backhaul coordination are discussed as well. Preliminary system level simulation results validate the effectiveness of the developed IM scheme. The followings are our observations:

Observation 1: Necessary cell clustering is required to facilitate the proposed coordinated scheduling and beamforming based IM algorithm. The cell clustering can be conducted either in a dynamic manner or a semi-static manner depending on practical implementations. Performance metrics/measurements for the cell clustering may vary, but should at least reflect the propagation scenario between eNBs. 

Observation 2: The IM scheme should be scheduling/beamforming dependent with certain degree of backhaul coordination between relevant cells. The coordinated scheduling and beamforming based IM can be employed either in a centralized manner or a distributed/iterative manner, using either the instantaneous CSI or the statistical CSI, and performed either in a dynamic manner or a semi-static manner.

Observation 3: Instantaneous or statistical small-scale CSI measurements between relevant eNBs are required to facilitate the proposed coordinated scheduling and beamforming based IM scheme.

Observation 4: Different IM schemes can be jointly utilized to achieve promising performance.  
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Appendix 
Table II: Simulation assumptions and parameters
  
	Parameters
	Assumptions used for simulation

	System bandwidth
	10MHz

	Carrier frequency
	2GHz

	Inter-site distance
	500m

	Macro deployment
	The typical 19-cell and 3-sectored hexagon system layout (note that macro cells are deployed but not activated)

	Outdoor Pico deployment
	40m radius, random deployment

	Number of Pico cells per sector
	4

	Minimum distance between Pico cells
	40m

	Minimum distance between UE and Pico
	10m

	Outdoor Pico antenna pattern
	2D, Omni-directional

	Outdoor Pico antenna gain
	5dBi

	UE antenna gain
	0dBi

	Outdoor Pico noise figure
	13dB

	UE noise figure
	9dB

	Outdoor Pico max transmission power
	24dBm

	UE power class
	23dBm (200mW)

	Number of UEs per Pico cell
	10 UEs uniformly dropped around each of the Pico cells within a radius of 40m

	User distribution
	Cluster, Photspot = 2/3

	Shadowing standard deviation between outdoor Pico cells
	6dB

	Shadowing correlation between UEs
	0

	Shadowing correlation between outdoor Picos
	0.5

	PL of outdoor Pico to outdoor Pico
	LOS: if R<2/3 km, PLLOS(R)=98.4+20log10(R)
Else, PLLOS(R)=101.9+40log10(R)  For 2GHz, R in km
NLOS:
Case 1: PLNLOS(R)=169.36+40log10(R), R in km.
Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))

	PL of outdoor Pico to UE
	PLLOS(R)=103.8+20.9log10(R)
PLNLOS(R)=145.4+37.5log10(R)  For 2GHz, R in km
Case 1:
Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))

	PL of UE to UE
	If R<=50m, PL(R)=98.45+20log10(R), R in km
Else, PL(R)=55.78+40log10(R)  For 2GHz, R in m

	Scheduler
	Single-user: FIFO   multi-user: PF in both time and frequency

	Pico antenna configuration
	2Tx, 2Rx

	UE antenna configuration
	1Tx, 2Rx

	Small scaling fading channel
	ITU UMi

	CP length
	Normal CP in both downlink and uplink

	Special subframe configuration
	Special subframe configuration #8

	Receiver type
	MMSE

	Shadowing standard deviation between outdoor Pico and UE
	3dB for LoS and 4dB for NLoS

	HARQ retransmission scheme
	IR

	Reference UL-DL configuration
	#1

	Time-scale for reconfiguration
	10ms

	Time-scale for clustering
	1000ms

	Channel estimation
	Ideal

	Synchronization
	Ideal

	UL-DL modulation order
	QPSK, 16QAM, 64QAM
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