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1 Introduction

It was agreed at RAN1#70bis that the maximum number of CSI processes for one component carrier (CC), P, is a UE capability for TM10-capable UEs, and P = {1, 3, 4}. This effectively allows controlling the UE complexity for CoMP CSI processing for non-CA capable UEs. A CA-capable UE operating with CoMP will likely have to process and report more than P CSI processes for up to five component carriers. This contribution discusses whether additional complexity limitations should be defined for CA-capable UEs operating in TM10. In particular, it is proposed to follow a similar approach as for CoMP only by defining UE capabilities in terms of the number of supported CSI processes.
2 Processing complexity and UE capability for CoMP with CA

The peak processing complexity for CoMP with CA can be greatly increased compared to CoMP without CA. A UE could potentially be configured with 20 CSI processes across 5 CCs, and these CSI processes could be triggered with one or multiple CSI requests within a short time. It therefore appears necessary to define rules to limit the UE peak processing complexity for CoMP with CA, and to adapt the definition of the UE capability in terms of number of CSI processes for CA-capable/TM10-capable UEs since at least some CoMP+CA UEs should be capable of supporting a total number of CSI processes larger than 4.
Complexity also depends on the total bandwidth. While it may be reasonable to assume that 4 CSI processes over 20 MHz incurs similar complexity as 4 CSI processes for each of two 10 MHz carriers (i.e., a total of 8 CSI processes), the relevant consideration is that the UE processing complexity increases as the number of CCs increases. Since the bandwidth was not considered in the single carrier case for CoMP, we propose to take the same approach and to define complexity reduction rules and UE capabilities independent of bandwidth.
Basically, we start with the assumption that some UEs can support X CSI processes on a single L MHz carrier, and consider higher-class CA-capable UEs operating on multiple L MHz CCs with CoMP on one or multiple CCs. The questions we discuss are the maximum number of CSI processes that can be configured for a UE and the maximum number of CSI processes that can be requested. We also consider aspects related to constraints on CSI feedback load, which are addressed in more detail in a companion contribution [1].

We first look at practical ways of limiting the UE complexity while not compromising the performance of CoMP and CA in terms of CSI feedback. While a UE may need to support at most 20 CSI processes, it is reasonable to assume that a UE supporting 20 CSI processes would likely not be able to process all 20 CSI processes for reporting in the same PUSCH. Assuming that the dual-RM encoder is unchanged for encoding RI in PUSCH, and given that 3 triggering sets are available, the first set can include up to 4 CSI processes for serving cell c, while the other two sets can include up to 7 CSI processes each in the worst case of 8Tx (limitation of 22 bits for RI due to the dual-RM encoder). Therefore, it is still possible to report 18 CSI processes with 3 CSI requests in case of 8 antennas for each TP on each CC. Supporting more than 7 CSI processes for one CSI request would be feasible in terms of RI encoding without impact on the encoder in cases with fewer than 8 antennas, but it would have impact on the CSI processing load. Given that 7 CSI processes per CSI request are sufficient to support 18 CSI processes with aperiodic feedback, it is not necessary to define UE capabilities that can handle more than 7 CSI processes per CSI request, which allows not redefining the RI encoding scheme for PUSCH. Conversely, it would be useful that any CA-capable/TM10-capable UE supports up to 7 CSI processes per CSI request. For example a UE supporting 5 CSI processes per CSI request would be limited to a total number of 14 CSI processes.
Observation: it is not necessary to define complexity reduction rules or UE capabilities for handling more than 7 CSI processes per CSI request for UEs capable of CoMP and TM10.

The UE may still receive an aperiodic CSI feedback trigger where the number of CSI processes triggered by a single CSI request exceeds the RI encoding capacity. One way of handling this case could be to specify that the UE does not report the CSI processes exceeding the RI encoding capacity according to priority rules among CSI processes across CCs. 
· Option 1: to handle the case where the number of CSI processes triggered by a single CSI request cannot be encoded on PUSCH because the number of bits for RI exceeds 22, the UE does not report the CSI processes with lowest priority exceeding 22 bits for RI encoding. The CSI process with a higher index has a lower priority; if there are more than one CSI processes with the same priority, the CSI process in a component carrier with higher index has lower priority.
Another way would be to preclude this case explicitly in the specifications, so that each of the RRC-configured set for aperiodic CSI feedback does not include more than Q CSI processes. According to our previous observation, choosing Q = 7 would ensure that the encoded RI never exceeds 21 bits and avoid unbearable constraints on network operation. Limiting the number of CSI processes for aperiodic feedback to 18 incurs only a marginal limitation, especially considering that the remaining two processes could still be reported by periodic feedback. Other values of Q, such as 5, would further constrain the total number of CSI processes that can be configured, and would only benefit the processing load for one CSI request.

· Option 2: the maximum number of CSI processes that can be configured in one aperiodic CSI feedback set is Q, Q=7.
In a companion contribution [1], we also discuss limitations due to the maximum size of a PUSCH with UCI only. This size would need to be increased if Q=7. For Q=7, the maximum limit on the number of bits for RI should also be increased from 15 to 21, without changing the dual-RM encoder. With option 1, the maximum size of a PUSCH with UCI only may need to be increased even further since more than 7 CSI processes may be reported without exceeding 22 bits of RI.

Based on these observations, considering that option 2 incurs only marginal limitations, that it avoids redefining the encoder for RI and to avoid extra UE complexity without clear benefit, option 2 is preferred. 
Proposal 1: For CA-capable/TM10-capable UEs, to handle the case where the number of CSI processes triggered by a single CSI request cannot be encoded on PUSCH because the number of bits for RI exceeds 22, the maximum number of CSI processes that can be configured in one aperiodic CSI feedback set is Q, where Q = 7.
It is still relevant to discuss the maximum number of CSI processes per CC for a CA-capable/TM10-capable UE. In particular, the decision to support a UE capability for 1 CSI process for CoMP without CA still makes sense in the context of CA operation, and the support of 3 and 4 CSI processes per CC is still motivated by the CoMP schemes foreseen for deployment in Rel-11 on a given CC. A straightforward approach would then be to support the same UE capabilities per CC as agreed at RAN1#70bis for CoMP without CA.
Alternatively, one could consider defining UE capabilities in terms of the maximum total number of CSI processes across the configured CCs. This would more efficiently allow reusing the CA-capable UE complexity for CoMP if CoMP is configured on fewer component carriers than the maximum number of component carriers supported by the UE and the UE is not configured with its maximum number of CCs. This method also more closely relates to the situation where all the CSI processes configured to the UE are triggered for aperiodic reporting in the same subframe. RAN1 has however already agreed on rules to handle the case where the number of unreported aperiodic CSI processes exceeds a certain threshold for non-CA-capable UEs, so a similar rule could naturally be defined for CA-capable UEs while just defining the UE capability in terms of maximum number of CSI processes per CC. 
Therefore, in order to keep the commonality of CoMP UE capabilities, we propose to define the UE capability in terms of maximum number of CSI processes per CC when the UE is configured with its maximum number of CCs, and complexity reduction handling rule as for CoMP without CA, while allowing to reuse the UE processing complexity in the UE is configured with fewer CCs than it can support.
Tables 1-4 show how the UE complexity can be reused if a UE is configured fewer CCs than its reported capability. P is defined as the maximum number of CSI processes that the UE can support on each CC when the UE is configured its maximum number of CCs (K). When the UE is configured with fewer than K CCs, more than P CSI processes can be supported on each CC provided that the total number of CSI processes does not exceed P×K and that the number of CSI processes does not exceed 4 on each CC. 
Table 1. Number of CSI processes configurable for a 2-CC capable UE

	P
	K = 2 CCs
	1 CC

	1
	(1,1)
	2

	3
	(3,3)
	4

	4
	(4,4)
	4


Table 2. Number of CSI processes configurable for a 3-CC capable UE

	P
	K = 3 CCs
	2 CCs
	1 CC

	1
	(1,1,1)
	(2,1)
	3

	3
	(3,3,3)
	(4,4)
	4

	4
	(4,4,4)
	(4,4)
	4


Table 3. Number of CSI processes configurable for a 4-CC capable UE

	P
	K = 4 CCs
	3 CCs
	2 CCs
	1 CC

	1
	(1,1,1,1)
	(2,1,1)
	(2,2), (3,1)
	4

	3
	(3,3,3,3)
	(4,4,4)
	(4,4)
	4

	4
	(4,4,4,4)
	(4,4,4)
	(4,4)
	4


Table 4. Number of CSI processes configurable for a 5-CC capable UE

	P
	K = 5 CCs
	4 CCs
	3 CCs
	2 CCs
	1 CC

	1
	(1,1,1,1,1)
	(2,1,1,1)
	(3,1,1)
	(3,2), (4,1)
	4

	3
	(3,3,3,3,3)
	(4,4,4,3)
	(4,4,4)
	(4,4)
	4

	4
	(4,4,4,4,4)
	(4,4,4,4)
	(4,4,4)
	(4,4)
	4


Looking at the tables, if a UE supports P=3 or 4 CSI processes on its maximum number of CCs, then the UE can support 4 CSI processes on each CC in case it is configured with fewer CCs, except in case of 4 CCs when P=3 and the UE is capable of 5 CCs. A simple way of handling cases of P=3 or 4 would be to mandate that the UE be capable of 4 CSI processes on each CC if it is configured fewer than its maximum number of CCs.
If a UE supports P=1 CSI process on its maximum number of CCs, then in most cases the UE can support multiple CSI processes on just 1 CC in case it is configured fewer CCs. The only exceptions are in the case the UE is configured with just 2 CCs when it is capable of 4 or 5 CCs. Thus, a simple way of handling the case of P=1 is to allow the UE to be configured with multiple CSI processes on a single CC if it is configured fewer than its maximum number of CCs.

Proposal 2: For CA-capable/TM10-capable UEs:

· The maximum number of CSI processes per component carrier, P, is a UE capability, P = {1, 3, 4} applicable when the maximum number (K) of CCs supported by the UE are configured. 
· when L < K CCs are configured:

· If P=3 or 4: UE supports V=4 CSI processes on each of the L CCs

· If P=1: UE supports V= min(4, K-L+1) CSI processes on 1 CC, and 1 CSI process on each of the other L-1 CCs.
· For limiting the worst case processing complexity for aperiodic feedback in case of multiple CSI requests exceeding X unreported aperiodic CSI processes, the UE is not expected to update the CSI processes with lowest priority exceeding X, corresponding to the latest CSI request, where the priority is:

· First, the CSI process with a higher index has a lower priority; if there are more than one CSI processes with the same priority, the CSI process in a CC with higher index has lower priority.
· X = P×K.
3 Conclusions

This contribution discusses the UE capability for CSI processing for CA-capable UEs operating in TM10. It is proposed to extend the UE capabilities defined for non-CA-capable UEs operating in TM10, and to specify the UE behavior when the number of triggered CSI processes exceeds either the UE capability or the multiplexing capacity for UCI on PUSCH.

The following is proposed for reducing the UE processing complexity:
Proposal 1: For CA-capable/TM10-capable UEs, to handle the case where the number of CSI processes triggered by a single CSI request cannot be encoded on PUSCH because the number of bits for RI exceeds 22, the maximum number of CSI processes that can be configured in one aperiodic CSI feedback set is Q, where Q = 7.

The following is proposed for UE capability with CoMP and CA:

Proposal 2: For CA-capable/TM10-capable UEs:

· The maximum number of CSI processes per component carrier, P, is a UE capability, P = {1, 3, 4} applicable when the maximum number (K) of CCs supported by the UE are configured. 

· when L < K CCs are configured:

· If P=3 or 4: UE supports V=4 CSI processes on each of the L CCs

· If P=1: UE supports V= min(4, K-L+1) CSI processes on 1 CC, and 1 CSI process on each of the other L-1 CCs.
· For limiting the worst case processing complexity for aperiodic feedback in case of multiple CSI requests exceeding X unreported aperiodic CSI processes, the UE is not expected to update the CSI processes with lowest priority exceeding X, corresponding to the latest CSI request, where the priority is:

· First, the CSI process with a higher index has a lower priority; if there are more than one CSI processes with the same priority, the CSI process in a CC with higher index has lower priority.
· X = P×K.
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