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1
Introduction
In RAN1 #70, it has been agreed that the total blind decoding attempts are kept same irrespective of the number of EPDCCH sets. Also, the supported aggregation levels for localized and distributed EPDCCHs have been agreed as working assumption as captured below [1]: 

Agreements:
· K ≥ 1 ePDCCH sets are configured in a UE specific manner

· Maximum number for K is selected later among 2, 3, 4, and 6

· The K sets do not have to all have the same value of N

· The total number of blind decoding attempts is independent from K

· The total blind decoding attempts for a UE should be split into configured K ePDCCH sets

· Each ePDCCH set is configured for either localized ePDCCH or distributed ePDCCH

· The K sets consist of KL sets for localized ePDCCH and KD sets for distributed ePDCCH (where KL or KD can be equal to 0), and not all combinations of KL and KD are necessarily supported for each possible value of K

· Details FFS

· PRB pairs of ePDCCH sets with different logical ePDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping. 
Agreements:
· Aggregation levels supported for EPDCCH are:

· In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 

· For localised: 2, 4, 8, working assumption 16 subject to feasible search space design

· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design

· In all other cases:

· For localised: 1, 2, 4, working assumption 8 subject to feasible search space design

· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design

· Working assumption that Xthresh = 104

The following remaining issues need to be addressed in order to finalize the EPDCCH search space designs:

· The total number of EPDCCH candidates per DCI format.

· Supported aggregation levels with Xthresh for localized and distributed EPDCCHs
· The number of blind decoding attempts according to the aggregation levels and DCI format

Therefore, in this contribution, we discuss on the final details of EPDCCH design including EPDCCH candidates according to the aggregation levels and DCI formats.
2
EPDCCH candidates
The total number of EPDCCH candidates is closely related to the UE receiver complexity as it is required to monitor all EPDCCH candidates in a subframe. Hence, the blind decoding attempts are increased as the total number of EPDCCH candidates gets larger. In addition, in RAN1 #70bis meeting, it is agreed that there is no PDSCH decoding processing time relaxation supported in RAN1 specification even though the starting time of PDSCH decoding is delayed due to EPDCCH FDM multiplexing in PDSCH region. Therefore, the additional time delay due to larger EPDCCH blind decoding attempts should be avoided in order not to increase the UE receiver implementation burden further. Keeping these in mind, the total number of blind decoding attempts should be remained as same as that for legacy PDCCH so that 16 blind decoding attempts are allowed as a maximum per DCI format.
Proposal-1: total blind decoding attempts per DCI format should be remained as 16.

It has been agreed to use Xthresh to switch minimum aggregation levels between one and two eCCEs according to the number of available REs per PRB-pair in order to guarantee a certain level of effective coding rate. For instance, if too many REs within a PRB-pair are occupied by PDCCH and/or reference signals, the minimum aggregation level becomes two so that a certain level of effective coding rate may be guaranteed. For the distributed EPDCCH, the aggregation level 16 is introduced even for the case that the number of available REs per eCCE is 36 since the coverage of EPDCCH is worse than that of legacy PDCCH in some cases. This makes sense because the distributed EPDCCH may be used as a fall-back transmission, so that the maximum coverage needs to be guaranteed by the distributed EPDCCH. Also, the support of aggregation levels used for legacy PDCCH such as {1, 2, 4, 8} seems to be straightforward as it has been used as a PDCCH link adaptation granularity so far. Therefore, we propose that RAN1 confirms all the working assumptions for aggregation levels as agreements.

Proposal-2: RAN1 confirms all the working assumptions for aggregation levels as agreements.
Assuming that 16 blind decoding attempts are allowed for a DCI format, a simplest way to assign the blind decoding attempts for aggregation levels is {6,6,2,2} as used in legacy PDCCH. The figure 1 shows that percentage of aggregation levels used in a cell. Since the DCI format 2C has a larger payload size than DCI format 0/1A, the aggregation 2 is much more frequently used than aggregation level 1 even without any loss of REs within an eCCE, which implies that if the available number of REs per eCCE gets smaller, higher aggregation levels will be used more frequently. Therefore, the number of EPDCCH candidates should be differently assigned according to the DCI formats.
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Figure 1. UE percentage of aggregation levels in macro cell with distributed EPDCCH.

Proposal-3: the number of blinding decoding attempts should be differently assigned for DCI format 0/1A and DCI format 2/2A/2B/2C/2D.

When the total number of blind decoding attempts are split to two EPDCCH sets, two alternatives could be considered such as equal splitting in each aggregation levels and unequal splitting. For example, equal splitting has the same number of EPDCCH candidates per EPDCCH set such as {3,3,1,1} when {6,6,2,2} is used. On the other hand, unequal splitting uses a specific aggregation levels only in one of the EPDCCH sets, {4,4,0,0} for EPDCCH set-1 and {2, 2, 2, 2} for EPDCCH set-2 for instance.
The figure 2 shows the blocking probability according to the blind decoding attempts splitting schemes. The table 2 in Appendix shows the EPDCCH candidates used per EPDCCH set in each aggregation level according to the splitting schemes. As seen in the figure, the unequal splitting provide better blocking probability since it reduces the case in which the larger aggregation level used for a UE blocks several EPDCCH candidates with lower aggregation levels by using higher aggregation levels only in one EPDCCH set.
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Figure 2. Blocking probability according to the blind decoding attempt splitting scheme.

Therefore, it seems to be benefitial to use unqual splitting of total blind decoding attempts when two EPDCCH sets are configured.

Proposal-4: high aggregation levels (e.g., 4 and 8) are located only in one EPDCCH set if two EPDCCH sets are configured.
3
Conclusions

In this contribution, we discussed on the remaining details of EPDCCH candidates and aggregation levels. Also, we evaluated two different cases of blind decoding attempts splitting according to the DCI formats with system-level simulation. From the discussions and observations, we propose followings:

Proposal-1: total blind decoding attempts per DCI format should be remained as 16.

Proposal-2: RAN1 confirms all the working assumptions for aggregation levels as agreements.

Proposal-3: the number of blinding decoding attempts should be differently assigned for DCI format 0/1A and DCI format 2/2A/2B/2C/2D.

Proposal-4: high aggregation levels (e.g., 4 and 8) are located only in one EPDCCH set if two EPDCCH sets are configured
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Appendix
Table 1. System-level Simulation Assumptions
	System Bandwidth
	10MHz

	Antenna configuration
	2x2

	Channel models
	UMa

	Velocity [km/h]
	3

	Codebook for PMI reporting
	Rel-8

	Chanel estimation
	Ideal

	HomoNet deployment
	57 cells

	EPDCCH scheduling
	Random

	Number of UE and distribution
	16 UEs/cell, uniform distribution

	# of PRBs in an EPDCCH set (N)
	4 PRB-pair (distributed)

	# of EPDCCH set (K)
	2 for distributed

	Drops, TTIs
	1 drop and 2000TTIs per drop

	Transmission schemes for EPDCCH
	Per-RB based (RBF) for distributed

	Number of eCCE allocation
	Wideband SINR based (distributed)

	Aggregation level [# of eCCE]
	1, 2, 4, 8


Table 2. Splitting of blind decoding attempts for K=2
	
	Equal splitting
	Unequal splitting

	Agg. Level
	EPDCCH set-1
	EPDCCH set-2
	EPDCCH set-1
	EPDCCH set-2

	1
	3
	3
	4
	2

	2
	3
	3
	4
	2

	4
	1
	1
	
	2

	8
	1
	1
	
	2








