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1. Introduction

At the RAN1 #70bis meeting, the ECCE/EREG to RE mapping was discussed and the following agreements have been made [1].
· EREGs are grouped EREG group #0 {EREG#0,4,8,12}, EREG group #1 {EREG#1,5,9,13}, EREG group #2{EREG#2,6,10,14}, EREG group #3 {EREG#3,7,11,15} in EPDCCH set regardless of distributed EPDCCH set or localized EPDCCH set

· When an ECCE is formed by 4 EREGs, an ECCE is formed by an EREG group.

· When an ECCE is formed by 8 EREGs, an ECCE is formed by two EREG groups.

· two EREG groups are EREG group #0/2 and EREG group #1/3
Figure 1 illustrates the EREG group when an EPDCCH set consists of four PRB pairs. Here, the numbers in the figure represent the EREG indices in each PRB pair.
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Figure 1: Illustration of EREG group

In this contribution, we will provide our view on the remaining details of ECCE to EREG mapping. The other issues about mapping EPDCCH resource mapping are discussed in the companion document [2].
2. Discussion

In WF [3], the follwing issues on the aggration of ECCEs for higher aggregation levels (L>1) were addressed. 

· For localized EPDCCH, 

· Aggregation level more than 1 is realized by consecutive ECCEs. i.e. aggregation level 2 is ECCE #n and ECCE #(n+1)
· For distributed EPDCCH,
· (Option 1) Aggregation level more than 1 is realized by consecutive ECCEs (i.e. aggregation level 2 is ECCE #n and ECCE #(n+1)
· (Option 2) Aggregation level more than 1 is realized by non-consecutive ECCEs 
In case of localized EPDCCH, it seems natural to use consecutive ECCEs for higher aggration levels given that ECCE index increases within a PRB pair first. However, for distributed EPDCCH, a different approach, Option 2, was proposed to solve the PUCCH resource collision between localized ECCEs and distributed ECCEs (when localized EPDCCH set and distributed EPDCCH set share the same PRB pairs). However, this PUCCH resource collision can be solved even with Option 1 by adopting a proper PUCCH resource determination method such as the one discussed in [4]. In this respect, Option 1 is prefered to keep the commonality between localized and distributed EPDCCHs
Proposal 1: The candidate for the EPDCCCH of higher aggregation level uses ECCEs consecutive in the ECCE index domain.
In the subsequent sections, we will expalin our view on the details of ECCE to EREG mapping for both localized and distributed EPDCCH under the assumption that this proposal is adopted. 

2.1. Localized ECCE-to-EREG mapping

When the aggregation level is larger than 1, the candidate for blind decoding of EPDCCH aggregates the ECCEs consecutive in the ECCE index domain. For the localized ECCE case, the ECCEs are aggregated within the PRB pair first. Thus, it is amicable that the index of the localized ECCE can be indicated within a certain PRB pair and then it can be moved to the next PRB pair after fulfilling that PRB pair. Considering this property, i-th EREG in a localized ECCE #nECCE is given by
EREG # (nECCE mod NCP) + i*NCP
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where i = 0, 1, …, N–1, NCP is the number of ECCEs per PRB pair and N is the number of EREGs per ECCE. By using this equation, the EREGs are selected from separate EREGs in a PRB pair and the spacing between EREGs is configuted as NCP. With above-metioed assumptions, a PRB pair contains NCP*N EREGs. When it is extended to the the EPDCCH set which consists of NP PRB pairs, NP*NCP*N EREGs and NP*NCP ECCEs are defined. Here, the PRB pair with the lowest index is numbered as #0 and the PRB pair with the highest index is numbered as #(NP–1) sequentially. Similarly the EREGs are numbered from #0 to #(NP*NCP*N–1) and the ECCEs are numbered from #0 to #(NP*NCP–1). Figure 2 shows an example of indexing of a localized ECCE. Here, each number in the figure represents the ECCE index which the EREG is allocated to.
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Figure 2: ECCE indexing for the localized ECCE
Proposal 2: The localized ECCE is indexed such that ECCEs in the same PRB pair are consecutive in the ECCE domain. For achieving this property i-th EREG in a localized ECCE #nECCE is given by
EREG # (nECCE mod NCP) + i*NCP
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where i = 0, 1, …, N–1, NCP is the number of ECCEs per PRB pair and N is the number of EREGs per ECCE. 
2.2. Distributed ECCE-to-EREG mapping

For the distributed EPDCCH, the follwing issues on the distribution of an EPDCCH candidate for higher aggregation levels (L>1) were discussed in [3]. 

· For distributed, higher aggregation level (L>1) with NP=8 or larger 

· (Alt1) an EPDCCH candidate are distributed over min(NP, N *L) PRB pairs

· Frequency diversity gain is obtained than Alt2

· (Alt2) an EPDCCH candidate are distributed over min(NP, N) PRB pairs

· The blocking between localized ECCE and distributed ECCE can be reduced than Alt1
Alt 1 and Alt 2 have pros and cons, and selecting one of them improves the frequency diversity gain at the cost of losing EPDCCH set multiplexing efficiency, and vice versa. From our perspective, multiplexing localized and distributed EPDCCHs is something to be considered in the EPDCCH design but it is not desirable to sacrifice the performance of EPDCCH itself. Furthermore, in our understanding, the network’s intention of configuring NP=8 is that acheiving a higher frequency diversity gain is more important than lowering the blocking probability between localized ECCE and distributed ECCE. In this respect, Alt 1 is preferred for distributed EPDCCH.
Proposal 3: When the distributed EPDCCH set consists of 8 PRB pairs, all the 8 PRB pairs are used for an EPDCCH candidate with aggregation level 2 or higher.
The agreement in the previous meeting provides a way of multiplexing localized and distributed EPDCCHs within a PRB pair; the two different EPDCCH types can be multiplexed in the unit of “EREG group.” One ECCE uses REs belonging to a single EREG group irrespective of the EPDCCH transmission type, so the usage of a certain EREG group does not affect the ECCEs using the other EREG groups as shown in Figure 1. In other words, the eNB can use each EREG group for the transmission of localied EPDCCH or distributed EPDCCH depending on its decision.
One consideration point is that it is necesary to limit the impact of distributed EPDCCH transmissions on the number of possible localized ECCEs. In other words, it is desirable to confine a distribued EPDCCH candidate with a higher aggregation level to a single EREG group such that the other EREG groups can be used for localized EPDCCH transmissions. This consideration in conjunction with Proposal 1 leads to the ECCE indexing where distributed ECCEs are indexed within the EREG group first. Figure 3 shows an example of indexing of a distributed ECCE. Here, n-th ECCE in an EREG group takes the first EREG in the n-th PRB pair, the second EREG in the (n+1)-th PRB pair, the third EREG in the (n+2)-th PRB pair, and the fourth EREG in the (n+3)-th PRB pair.
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Figure 3: ECCE indexing for the distributed ECCE
When the number of PRB pairs (e.g. 8) in the EPDCCH set is larger than the number of EREGs per ECCE (e.g. 4), more detailed rule for the indexing of the distributed ECCE is needed as shown in Figure 4. A single distributed ECCE is distributed among 4 PRB pairs in that case. For 2 distributed ECCEs with consecutive indices, it can be well-indexed to spread over all 8 PRB pairs not occupying the same 4 PRB pairs identically. Here, this property is also aligned with Alt 1. As shown in Figure 4, if 4 evenly separated PRB pairs where a distributed ECCE is allocated are regarded as a PRB cluster, 2 PRB clusters can be defined (PRB cluster #0: PRB pair #0, #2, #4, #6. PRB cluster #1: PRB pair #1, #3, #5, #7). Then, the ECCE indexing can be executed alternating each PRB cluster.
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Figure 4: Distributed ECCE indexing for large number of PRB pairs
Considering above-mentioned property of distributed ECCE-to-EREG mapping, i-th EREG in a distributed ECCE #nECCE is given by
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in PRB pair # (nECCE + i*max (1,     )) mod NP
where i = 0, 1, …, N–1, NCP is the number of ECCEs per PRB pair, N is the number of EREGs per ECCE and NP is the number of PRB pairs in an EPDCCH set. Simiarly to the localized ECCE, the spacing between EREG indices is set to NCP while there also exists a non-zero spacing between the PRB pair indices. The spacing between the PRB pair indices becomes the maximum of 1 and     which guarantees that the spacing is a non-zero value and spreads one distributed ECCE uniformly over the NP PRB pairs. The resultant ECCE-to-EREG indexing for each mode (localized or distributed) is given in Appendix.
Proposal 4: The distributed ECCE is indexed in the order of alternating the PRB clusters each of which corresponds to the set of PRB pairs used for a distributed ECCE. For achieving this property i-th EREG in a distributed ECCE #nECCE is given by

EREG #              + i*NCP

in PRB pair # (nECCE + i*max (1,     )) mod NP
where i = 0, 1, …, N–1, NCP is the number of ECCEs per PRB pair, N is the number of EREGs per ECCE and NP is the number of PRB pairs in an EPDCCH set. 
3. Conclusion
This contribution provides the discussion about the remaining details of ECCE to EREG mapping. Based on the discussion, the following proposals are made:
Proposal 1: The candidate for the EPDCCCH of higher aggregation level uses ECCEs consecutive in the ECCE index domain.
Proposal 2: The localized ECCE is indexed such that ECCEs in the same PRB pair are consecutive in the ECCE domain. For achieving this property i-th EREG in a localized ECCE #nECCE is given by
EREG # (nECCE mod NCP) + i*NCP

in PRB pair #

 

where i = 0, 1, …, N–1, NCP is the number of ECCEs per PRB pair and N is the number of EREGs per ECCE. 
Proposal 3: When the distributed EPDCCH set consists of 8 PRB pairs, all the 8 PRB pairs are used for an EPDCCH candidate with aggregation level 2 or higher.
Proposal 4: The distributed ECCE is indexed in the order of alternating the PRB clusters each of which corresponds to the set of PRB pairs used for a distributed ECCE. For achieving this property i-th EREG in a distributed ECCE #nECCE is given by

EREG #              + i*NCP

in PRB pair # (nECCE + i*max (1,     )) mod NP
where i = 0, 1, …, N–1, NCP is the number of ECCEs per PRB pair, N is the number of EREGs per ECCE and NP is the number of PRB pairs in an EPDCCH set. 
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APPENDIX
( Localized ECCE-to-EREG mapping
Table 1: Localized transmission for 2 PRB pairs in an EPDCCH set

	ECCE# for 
4EREG/ECCE
	ECCE# for 
8EREG/ECCE
	EREG#
	EREG#
	EREG#
	EREG#
	PRB pair#

	0
	0
	0
	4
	8
	12
	0

	1
	1
	1
	5
	9
	13
	0

	2
	0
	2
	6
	10
	14
	0

	3
	1
	3
	7
	11
	15
	0

	4
	2
	0
	4
	8
	12
	1

	5
	3
	1
	5
	9
	13
	1

	6
	2
	2
	6
	10
	14
	1

	7
	3
	3
	7
	11
	15
	1


Table 2: Localized transmission for 4 PRB pairs in an EPDCCH set
	ECCE# for 
4EREG/ECCE
	ECCE# for 
8EREG/ECCE
	EREG#
	EREG#
	EREG#
	EREG#
	PRB pair#

	0
	0
	0
	4
	8
	12
	0

	1
	1
	1
	5
	9
	13
	0

	2
	0
	2
	6
	10
	14
	0

	3
	1
	3
	7
	11
	15
	0

	4
	2
	0
	4
	8
	12
	1

	5
	3
	1
	5
	9
	13
	1

	6
	2
	2
	6
	10
	14
	1

	7
	3
	3
	7
	11
	15
	1

	8
	4
	0
	4
	8
	12
	2

	9
	5
	1
	5
	9
	13
	2

	10
	4
	2
	6
	10
	14
	2

	11
	5
	3
	7
	11
	15
	2

	12
	6
	0
	4
	8
	12
	3

	13
	7
	1
	5
	9
	13
	3

	14
	6
	2
	6
	10
	14
	3

	15
	7
	3
	7
	11
	15
	3


Table 3: Localized transmission for 8 PRB pairs in an EPDCCH set

	ECCE# for 
4EREG/ECCE
	ECCE# for 
8EREG/ECCE
	EREG#
	EREG#
	EREG#
	EREG#
	PRB pair#

	0
	0
	0
	4
	8
	12
	0

	1
	1
	1
	5
	9
	13
	0

	2
	0
	2
	6
	10
	14
	0

	3
	1
	3
	7
	11
	15
	0

	4
	2
	0
	4
	8
	12
	1

	5
	3
	1
	5
	9
	13
	1

	6
	2
	2
	6
	10
	14
	1

	7
	3
	3
	7
	11
	15
	1

	8
	4
	0
	4
	8
	12
	2

	9
	5
	1
	5
	9
	13
	2

	10
	4
	2
	6
	10
	14
	2

	11
	5
	3
	7
	11
	15
	2

	12
	6
	0
	4
	8
	12
	3

	13
	7
	1
	5
	9
	13
	3

	14
	6
	2
	6
	10
	14
	3

	15
	7
	3
	7
	11
	15
	3

	16
	8
	0
	4
	8
	12
	4

	17
	9
	1
	5
	9
	13
	4

	18
	8
	2
	6
	10
	14
	4

	19
	9
	3
	7
	11
	15
	4

	20
	10
	0
	4
	8
	12
	5

	21
	11
	1
	5
	9
	13
	5

	22
	10
	2
	6
	10
	14
	5

	23
	11
	3
	7
	11
	15
	5

	24
	12
	0
	4
	8
	12
	6

	25
	13
	1
	5
	9
	13
	6

	26
	12
	2
	6
	10
	14
	6

	27
	13
	3
	7
	11
	15
	6

	28
	14
	0
	4
	8
	12
	7

	29
	15
	1
	5
	9
	13
	7

	30
	14
	2
	6
	10
	14
	7

	31
	15
	3
	7
	11
	15
	7


( Distributed ECCE-to-EREG mapping
Table 4: Distributed transmission for 2 PRB pairs in an EPDCCH set (4 EREGs in an ECCE)
	
	PRB #0
	PRB #1
	PRB #0
	PRB #1

	ECCE# for
4EREG/ECCE
	EREG#
	EREG#
	EREG#
	EREG#

	0
	0
	4
	8
	12

	1
	12
	0
	4
	8

	2
	1
	5
	9
	13

	3
	13
	1
	5
	9

	4
	2
	6
	10
	14

	5
	14
	2
	6
	10

	6
	3
	7
	11
	15

	7
	15
	3
	7
	11


Table 5: Distributed transmission for 2 PRB pairs in an EPDCCH set (8 EREGs in an ECCE)
	
	PRB #0
	PRB #1
	PRB #0
	PRB #1
	PRB #0
	PRB #1
	PRB #0
	PRB #1

	ECCE# for
8EREG/ECCE
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#

	0
	0
	2
	4
	6
	8
	10
	12
	13

	1
	14
	0
	2
	4
	6
	8
	10
	12

	2
	1
	3
	5
	7
	9
	11
	13
	15

	3
	15
	1
	3
	5
	7
	9
	11
	13


Table 6: Distributed transmission for 4 PRB pairs in an EPDCCH set (4 EREGs in an ECCE)

	
	PRB #0
	PRB #1
	PRB #2
	PRB #3

	ECCE# for
4EREG/ECCE
	EREG#
	EREG#
	EREG#
	EREG#

	0
	0
	4
	8
	12

	1
	12
	0
	4
	8

	2
	8
	12
	0
	4

	3
	4
	8
	12
	0

	4
	1
	5
	9
	13

	5
	13
	1
	5
	9

	6
	9
	13
	1
	15

	7
	5
	9
	13
	1

	8
	2
	6
	10
	14

	9
	14
	2
	6
	10

	10
	10
	14
	2
	6

	11
	6
	10
	14
	2

	12
	3
	7
	11
	15

	13
	15
	3
	7
	11

	14
	11
	15
	3
	15

	15
	7
	11
	15
	3


Table 7: Distributed transmission for 4 PRB pairs in an EPDCCH set (8 EREGs in an ECCE)

	
	PRB #0
	PRB #1
	PRB #2
	PRB #3
	PRB #0
	PRB #1
	PRB #2
	PRB #3

	ECCE# for
8EREG/ECCE
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#

	0
	0
	2
	4
	6
	8
	10
	12
	13

	1
	14
	0
	2
	4
	6
	8
	10
	12

	2
	12
	14
	0
	2
	4
	6
	8
	10

	3
	10
	12
	14
	0
	2
	4
	6
	8

	4
	1
	3
	5
	7
	9
	11
	13
	15

	5
	15
	1
	3
	5
	7
	9
	11
	13

	6
	13
	15
	1
	3
	5
	7
	9
	11

	7
	11
	13
	15
	1
	3
	5
	7
	9


Table 8: Distributed transmission for 8 PRB pairs in an EPDCCH set (4 EREGs in an ECCE)
	
	PRB #0
	PRB #1
	PRB #2
	PRB #3
	PRB #4
	PRB #5
	PRB #6
	PRB #7

	ECCE# for
4EREG/ECCE
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#

	0
	0
	
	4
	
	8
	
	12
	

	1
	
	0
	
	4
	
	8
	
	12

	2
	12
	
	0
	
	4
	
	8
	

	3
	
	12
	
	0
	
	4
	
	8

	4
	8
	
	12
	
	0
	
	4
	

	5
	
	8
	
	12
	
	0
	
	4

	6
	4
	
	8
	
	12
	
	0
	

	7
	
	4
	
	8
	
	12
	
	0

	8
	1
	
	5
	
	9
	
	13
	

	9
	
	1
	
	5
	
	9
	
	13

	10
	13
	
	1
	
	5
	
	9
	

	11
	
	13
	
	1
	
	5
	
	9

	12
	9
	
	13
	
	1
	
	5
	
	

	13
	
	9
	
	13
	
	1
	
	5
	
	

	14
	5
	
	9
	
	13
	
	1
	

	15
	
	5
	
	9
	
	13
	
	1

	16
	2
	
	6
	
	10
	
	14
	

	17
	
	2
	
	6
	
	10
	
	14

	18
	14
	
	2
	
	6
	
	10
	

	19
	
	14
	
	2
	
	6
	
	10

	20
	10
	
	14
	
	2
	
	6
	

	21
	
	10
	
	14
	
	2
	
	6

	22
	6
	
	10
	
	14
	
	2
	

	23
	
	6
	
	10
	
	14
	
	2

	24
	3
	
	7
	
	11
	
	15
	

	25
	
	3
	
	7
	
	11
	
	15

	26
	15
	
	3
	
	7
	
	11
	

	27
	
	15
	
	3
	
	7
	
	11

	28
	11
	
	15
	
	3
	
	7
	

	29
	
	11
	
	15
	
	3
	
	7

	30
	7
	
	11
	
	15
	
	3
	

	31
	
	7
	
	11
	
	15
	
	3


Table 9: Distributed transmission for 8 PRB pairs in an EPDCCH set (8 EREGs in an ECCE)
	
	PRB #0
	PRB #1
	PRB #2
	PRB #3
	PRB #4
	PRB #5
	PRB #6
	PRB #7

	ECCE# for
8EREG/ECCE
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#
	EREG#

	0
	0
	2
	4
	6
	8
	10
	12
	14

	1
	14
	0
	2
	4
	6
	8
	10
	12

	2
	12
	14
	0
	2
	4
	6
	8
	10

	3
	10
	12
	14
	0
	2
	4
	6
	8

	4
	8
	10
	12
	14
	0
	2
	4
	6

	5
	6
	8
	10
	12
	14
	0
	2
	4

	6
	4
	6
	8
	10
	12
	14
	0
	2

	7
	2
	4
	6
	8
	10
	12
	14
	0

	8
	1
	3
	5
	7
	9
	11
	13
	15

	9
	15
	1
	3
	5
	7
	9
	11
	13

	10
	13
	15
	1
	3
	5
	7
	9
	11

	11
	11
	13
	15
	1
	3
	5
	7
	9

	12
	9
	11
	13
	15
	1
	3
	5
	7
	

	13
	7
	9
	11
	13
	15
	1
	3
	5
	
	

	14
	5
	7
	9
	11
	13
	15
	1
	3

	15
	3
	5
	7
	9
	11
	13
	15
	1
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