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1 Introduction

After some fruitful discussions at the RAN1#70 meeting, substantial progress has been achieved on the design of eREG and eCCE [1]:
· The specification supports the case that an eCCE is formed by N eREGs in distributed and localized
· N= 4 in following cases. (This corresponds to 4 eCCEs per PRB pair in localized transmission.)
· In normal subframe (normal CP) or special subframe configs 3,4,8 (normal CP) 
· N=8 in following cases. (This corresponds to 2 eCCEs per PRB pair in localized transmission)
· Special subframe configs 1,2,6,7,9 (normal CP)
· Normal subframe (extended CP) and special subframe configs 1,2,3,5,6 (extended CP) 
· Aggregation levels supported for EPDCCH are:

· In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 

· For localised: 2, 4, 8, working assumption 16 subject to feasible search space design

· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design

· In all other cases:

· For localised: 1, 2, 4, working assumption 8 subject to feasible search space design

· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design

· Working assumption that Xthresh = 104

The RE mapping for eREG and eCCE was further discussed at the RAN1#70bis meeting, and the following agreements have been achieved [2]:

· eREGs are grouped eREG group #0 {eREG#0,4,8,12}, eREG group #1 {eREG#1,5,9,13}, eREG group #2{eREG#2,6,10,14}, eREG group #3 {eREG#3,7,11,15} in EPDCCH set regardless of distributed EPDCCH set or localized EPDCCH set.

· When an eCCE is formed by 4 eREGs, an eCCE is formed by an eREG group.

· When an eCCE is formed by 8 eREGs, an eCCE is formed by two eREG groups.

· two eREG groups are eREG group #0/2 and eREG group #1/3

However, there are still some open issues on the detailed design of EPDCCH RE mapping. In this contribution, we provide our considerations on the remaining open issues.
2 Discussion

2.1 RE mapping
It has been agreed that an eCCE is formed by one or two eREG groups according to the size of the eCCE. In the case of RE mapping for a localized EPDCCH, it is clear that all the eREGs in an eREG group are located in the same PRB pairs. On the other hand, although it is the common understanding that in the distributed case the eREGs are located as much as possible in different PRB pairs, the detailed mapping has not yet finalized. The controversial point on the detailed mapping of distributed EPDCCH in higher aggregation levels and larger number of PRB pairs in that set [3].
For example, let’s assume that a distributed EPDCCH set is configured with eight PRB pairs. In the case of allocating an EPDCCH with aggregation level two, where each eCCE consists of four eREGs, in that EPDCCH set, there are eight eREGs for the EPDCCH and eight PRB pairs can be used for resource assignment. Hence, there are two alternatives in assigning the eREGs:

Alt-1: The EPDCCH is distributed into eight PRB pairs, where each eREG is located in an eREG group of one PRB pair.

Alt-2: The EPDCCH is distributed into four PRB pairs, where the two eREGs in the located in the same PRB pair are within the same eREG group.
The first alternative provides better frequency diversity gain than the opponent. However, it creates more resource fragments than the second alternative. In the example shown above, Alt-1 consumes eight eREG groups while Alt-2 consumes only half of Alt-1. It is worth noting that the localized and distributed EPDCCH can be overlapped. Thus, if one of the eREG in the eREG group is assigned to a distributed EPDCCH, the whole eREG group can no longer be assigned to another localized EPDCCH multiplexed in the same PRB pair. Consequently, Alt-1 may result in higher blocking rate. Therefore, some tradeoff between the frequency diversity gain and the blocking rate should be considered.
Firstly, the frequency diversity gain is essential to ensure the robustness of distributed EPDCCH transmission. Some studies [4] show that the link performance of distributed EPDCCH is worse than that of PDCCH even in high aggregation level. Further compromise yielding degradation on the performance of distributed EPDCCH seems not to be acceptable. Secondly, the increased blocking rate seems to be a less prioritized issue. The concerned blocking rate happens in overlapping localized and distributed EPDCCH sets on the same PRB pairs. It does not block the allocation of another distributed EPDCCH, thus the UE whose localized EPDCCH has been blocked can still be possible to receive a distributed EPDCCH instead. Moreover, beside the eREG blocking, there is other blocking factor to be considered in multiplexing localized and distributed EPDCCH sets in the same PRB pairs, i.e. the antenna port blocking as discussed in [5]. Therefore, our preference is to prioritize the frequency diversity gain over the blocking rate.
Proposal 1: The eREG of the distributed EPDCCH should be distributed over all the PRB pairs configured to the EPDCCH set (except in the case that the number of eREG is less than the number of configured PRB pairs).
On the other hand, in the case of the number of eREG of the EPDCCH is less than the number of configured PRB pairs (denoted as N) for the distributed set, i.e. four eREGs (of aggregation level one) to be assigned from eight PRB pairs, it should be determined which of the configured PRB pairs are used for transmission. In order to provide good frequency diversity gain, the basic principle should be to select the PRB pairs with the gap among them to be as large as possible. More specifically, for the PRB pairs {0, 1, …, 7} ordered along the PRB index, the eREG should be located in the PRB group of either {0, 2, 4, 8} or {1, 3, 5, 7}.
Proposal 2: In the case of distributed set with 8 PRB pairs, the 4 eREGs of the EPDCCH with aggregation level one are located in the PRB pairs of either {0, 2, 4, 8} or {1, 3, 5, 7} in order to exploit frequency diversity gain.
2.2 ECCE indexing and aggregating
The eCCE should be indexed within each EPDCCH set, starting from zero to NeCCE – 1, where NeCCE is the number of eCCE in the EPDCCH set. Table 1 and Table 2 show the indexing of eCCE for localized and distributed EPDCCH in the case of four eCCE per PRB pair in the set with four PRB configured. The other cases can be similarly derived.

For localized EPDCCH, the realization of aggregation level lager than on can be straightforward, by aggregating consecutive eCCEs in a manner that first across eREG group within the same PRB pairs, then across PRB pairs. 
For distributed EPDCCH, aggregation level lager than one should be realized by aggregating eCCE within the same eREG group firstly, where the eREGs are located in different PRB pairs as Proposal 1, and then across eREG group. The multiplexing of localized and distributed EPDCCH can be supported. 
Table 1: The eCCE index for localized EPDCCH in the case of N=4 and 4 eCCE per PRB pair.
	eCCE index
	eREG index
	PRB pair

	0
	0
	4
	8
	12
	0

	1
	1
	5
	9
	13
	

	2
	2
	6
	10
	14
	

	3
	3
	7
	11
	15
	

	4
	0
	4
	8
	12
	1

	5
	1
	5
	9
	13
	

	6
	2
	6
	10
	14
	

	7
	3
	7
	11
	15
	

	8
	0
	4
	8
	12
	2

	9
	1
	5
	9
	13
	

	10
	2
	6
	10
	14
	

	11
	3
	7
	11
	15
	

	12
	0
	4
	8
	12
	3

	13
	1
	5
	9
	13
	

	14
	2
	6
	10
	14
	

	15
	3
	7
	11
	15
	


Table 2: The eCCE index for distributed EPDCCH in the case of N=4 and 4 eCCE per PRB pair.
	eCCE index
	PRB #0
	PRB #1
	PRB #2
	PRB #3

	Alt-1
	Alt-2
	eREG #
	eREG #
	eREG #
	eREG #

	0
	0
	0
	4
	8
	12

	1
	   4
	4
	8
	12
	0

	2
	      8
	8
	12
	0
	4

	3
	         12
	12
	0
	4
	8

	4
	1
	1
	5
	9
	13

	5
	   5
	5
	9
	13
	1

	6
	      9
	9
	13
	1
	5

	7
	         13
	13
	1
	5
	9

	8
	2
	2
	6
	10
	14

	9
	   6
	6
	10
	14
	2

	10
	      10
	10
	14
	2
	6

	11
	         14
	14
	2
	6
	10

	12
	3
	3
	7
	11
	15

	13
	   7
	7
	11
	15
	3

	14
	      11
	11
	15
	3
	7

	15
	         15
	15
	3
	7
	11


Note that there are two alternatives for the indexing of distributed EPDCCH. By Alt-1, consecutive eCCEs are used to form EPDCCH in high aggregation level, which is more straightforward. In contrast, Alt-2 may help to avoid the PUCCH A/N conflict between EPDCCH sets if different types of set multiplexed in the same PRB pairs [6]. In our view, Alt-1 is more preferable, as it maintains the commonality between localized and distributed EPDCCH. The PUCCH A/N conflict issue can be handled by other solutions as discussed in [7].
Proposal 3: EPDCCH with aggregation level lager than one should be realized by
- aggregating consecutive eCCEs first across eREG group then across PRB pairs for localized EPDCCH;
- aggregating consecutive eCCEs within the same eREG group firstly, then across eREG group for distributed EPDCCH.
2.3 Supported aggregation level
The current working assumption supports totally five options for aggregation level of distributed transmission. The option of 16/32 was designed mainly in adaptive to the case where 16 PRBs are supported for distributed EPDCCH set (i.e. N=16), in order to strive for the maximum frequency diversity gain. However, during the email discussion, there is no consensus to adopt the option of N=16 for distributed EPDCCH set [8]. Consequently, the option of 16/32 does not provide additional frequency diversity gain in comparison to the option of 8/16. On the other hand, there are only four aggregation levels supported for localized transmission. Having five aggregation levels for distributed transmission does not match with that of the localized transmission, therefore, it inevitably increases the design complexity on the blind decoding split between EPDCCH sets and between aggregation levels. Thus, we suggest that the working assumption of 16/32 for distributed transmission is not supported.

Table 1: Supported aggregation levels for EPDCCH.
	Normal subframes and special subframes, configuration 3, 4, 8, with available RE < Xthresh and using normal cyclic perfix 
	All other cases

	Localized transmission
	Distributed transmission
	Localized transmission
	Distributed transmission

	2
	2
	1
	1

	4
	4
	2
	2

	8
	8
	4
	4

	16
	16
	8
	8


Proposal 4: The working assumption of 16/32 for distributed transmission is not agreed. The supported aggregation levels for EPDCCH are summarized in Table 1.
3 Conclusion

In this contribution, we provide our views on the detailed design on eREG and eCCE RE mapping. Based on the discussions, we propose that:
Proposal 1: The eREG of the distributed EPDCCH should be distributed over all the PRB pairs configured to the EPDCCH set (except in the case that the number of eREG is less than the number of configured PRB pairs).
Proposal 2: In the case of distributed set with 8 PRB pairs, the 4 eREGs of the EPDCCH with aggregation level one are located in the PRB pairs of either {0, 2, 4, 8} or {1, 3, 5, 7} in order to exploit frequency diversity gain.
Proposal 3: EPDCCH with aggregation level lager than one should be realized by
- aggregating consecutive eCCEs first across eREG group then across PRB pairs for localized EPDCCH;
- aggregating consecutive eCCEs within the same eREG group firstly, then across eREG group for distributed EPDCCH.
Proposal 4: The working assumption of 16/32 for distributed transmission is not agreed. The supported aggregation levels for EPDCCH are summarized in Table 1.
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