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1 Introduction

Multipoint HSDPA (MP-HSDPA), the capability of allowing two or more cells to independently and concurrently schedule transmissions to a UE, has been studied in [1].

Unlike Multi-carrier HSDPA transmission techniques defined in 3GPP Rel-8/9/10/11, where cells involved in simultaneous DL data transfer always belong to same NodeB and are mandated to have identical cell timing, cells involved in Multipoint HSDPA transmission may belong to same or different NodeBs. These cells may have different clock sources and may also be deliberately configured with different cell timings (Tcell) so as to avoid concurrent transmission of synchronization channels. Different downlink cell timings impact HS-DPCCH timing and this is the topic discussed in this contribution. 
2 Discussions
The HS-DPCCH timing is described in TS 25.211 [2]. The HS-DPCCH transmissions are organized in subframes. Each subframe consists of three time slots, the first time slot of a subframe is allocated to Ack/Nack transmissions. The last two slots of a subframe are allocated to CQI/PCI transmissions. Each HS-DPCCH subframe starts approximately 75 256-chip intervals after the end of the corresponding HS-PDSCH subframe. The following figure shows the high-level HS-DPCCH timing. 
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Figure 1 HS-DPCCH Timing

The following figure provides a detailed view of HS-DPCCH receive timing at NodeB for a max latency user in a cell with max propagation delay Rd. Propagation delay Rd consists of following four elements:

a) Rd1 – UE Receive Window (+/- 148 chips)
b) Rd2 – Cell Radius

c) Rd3 – Cable Delay

d) Rd4 – NodeB Internal HW Delays (RF/IF Components, etc). 

It can be seen that most of the users which are considered for MP-HSPDA will be cell-edge users and hence, high latency users in any cell. 
Typical values of propagation delays for a Macro NodeB with baseband processing at the bottom of cell tower and cell size of 5 km is ~256 chips. However, for BTS Hotel solutions, where cables connecting RF part at the cell tower to baseband processing modules at a centralized location can typically go up to 15-20 kms, propagation delay may reach up to ~650 chips. 
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 Figure 2 NodeB HS-DPCCH Processing Time Budgets
Considering propagation delay as mentioned above, it can be inferred from the figure that the time budget available for HS-DPCCH ACK/NACK processing at the NodeB with 6 HARQ processes configured is around 10870 chips (11520 – 650), while for HS-DPCCH CQI processing, the time budget is around 5750 chips (6400 – 650) if the latest CQI is used. The time budget further decreases for larger cells (or alternatively, more HARQ processes have to be used (which increases buffering requirements), and older CQI information (which reduces link-level performance)). 
The NodeB has to perform the following tasks during the time budget available for ACK/NACK and CQI processing:

a) Channel estimation, MRC and HS-DPCCH ACK/NACK & CQI Decoding
b) Downlink Scheduling based on information received in ACK/NACK and CQI
c) Preparation of HS-SCCH and HS-PDSCH data for DL transmission and allocation of relevant resources
It can seen that complexity and time budgets required for competing steps a) to c) for MP-HSDPA will be  at least similar to legacy multi-carrier schemes. However, if we split the burden for timing of HS-DPCCH handling between UE and NodeB as proposed in [3] and time budget for NodeB is reduced by 1 slot (2560 chips), it accounts for around 24% decrease for HS-DPCCH ACK/NACK processing and around 45% decrease for HS-DPCCH CQI processing. 
We believe that this considerable decrease in HS-DPCCH time processing budget is not efficient considering evolutions in UTRAN deployment architectures, exponential increase in number of HSDPA users to be served in a cell and finally, advanced features that require more complex handling at NodeB. So, we propose that reduction in timeline of HS-DPCCH for MP-HSDPA should be taken from UE’s existing HARQ budget. 

Proposal 1: Reduction in timeline of HS-DPCCH for MP-HSDPA should be taken from UE’s existing HARQ budget and there should be no compression of HS-DPCCH processing time budget for NodeB. 

3 Conclusion
In this contribution, we have discussed HS-DPCCH design for MP-HSDPA and specifically required modifications in time budget for HS-DPCCH processing. We believe that any decrease in processing time budget at the NodeB would be detrimental for existing and future trends of UTRAN evolutions. Therefore:
Proposal 1: Reduction in timeline of HS-DPCCH for MP-HSDPA should be taken from the UE’s existing HARQ budget, and there should be no compression of HS-DPCCH processing time budget for the NodeB.
4 References

[1] R1-111867, “Technical Report – HSDPA Multipoint Transmission Version 25.872 Version 1.0.0"
[2] 3GPP TS 25.211, “Physical Channels and mapping of transport channels onto Physical Channels (FDD)”

[3] R1-113343, “Physical Layer Design aspects of MP-HSPA”, Qualcomm Incorporated, RAN1#66bis
















_1382176370.vsd
SFN i


SFN i+1


0


0


HS-SCCH


HS-PDSCH


1


2


1


2


UL DPCH


CFN j


Td+To


HS-DPCCH


CFN j+1


1


0


2


3


75


4


0


1


2


4


Subframes referenced to
CFN j


Subframes referenced to
CFN j-1


Subframes referenced to CFN j+1



_1382176155.vsd
HARQ 0


HS-SCCH at Node B


HARQ 1


HARQ 2


HARQ 3


HARQ 4


HARQ 5


HARQ 0


HS-PDSCH at Node B


HARQ 0


HARQ 1


HARQ 2


HARQ 3


HARQ 4


HARQ 5


HS-PDSCH at UE


HARQ 0


HARQ 1


HARQ 2


HARQ 3


HARQ 4


HARQ 5


2 ms
(7680 chips)


HS-DPCCH at UE


ack


~5 ms (19200 chips) + Rd1


HS-DPCCH at Node B


cqi


ack


cqi


ack


cqi


ack


cqi


ack


cqi


ack


cqi


ack


cqi


ack


cqi


ack


cqi


ack


cqi


ack


cqi


ack


cqi


HARQ 0


Total 6 HARQ process = 12 ms (46080 chips)


8.33 ms (32000 chips) + Rd


3.33 ms
(12800 chips)


ACK Budget


CQI Budget


Notes:
1. Rd = Rd1 + Rd2 + Rd3 + Rd4
2. Rd1 = UE receive window
3. Rd2 = True cell radius
4. Rd3 = Cable delay
5. Rd4 = Node B delay


cqi_Td = 46080 – (7680 + 32000 + Rd)
	= 6400 - Rd


ack_Td = 46080 – (2560 + 32000 + Rd)
	= 11520 – Rd



