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1. Introduction

At the RAN1#66 meeting, it was agreed within the DLMIMO SI to study CSI feedback enhancement for multi-user (MU)-MIMO in single point transmission scenarios A/C (A: macro cell, C: Outdoor small cell) with higher priority than the mutli-point transmission scenario B. For single point transmission scenarios, preliminary results for assessing the potential capacity gains of increasing PMI feedback bits for downlink MU-MIMO were explored in [1][2] using channel models PedA (low delay spread) and TU (high delay spread). Such experiments, in the context of the subband feedback used, confirm that the potential benefits of increased PMI feedback is strongly dependent on the frequency selectivity of the channel used. In particular, for low-delay spread (low frequency selectivity) cases such as PedA, significant benefits can be obtained from increased PMI feedback. These experiments were based on modeling the quantization error based on a random vector quantizer assumption [6], allowing the gains of the cases of 8, 12, 16 and 20 PMI feedback bits to be investigated without having to look at a specific codebook design.
This contribution updates [1][2] by exploring the ITU-R UMi model [5] to capture the delay spread of channels agreed in [3]. The evaluations of this contribution use actual codebook designs introduced in more detail in companion contribution [4]. Using link-level simulations, we assess the benefits of increasing PMI feedback for MU-MIMO with comparisons to SU-MIMO. We also confirm the performance predictions made on the PedA channel in [1][2] are possible with the introduced (low-complexity) codebook design. 
2. Signal Model, Transmission Schemes and Simulation Configurations
The basic signal model and transmission scheme are as described in [1] and [2] and not repeated here for the sake of brevity.   

Link level simulations are conducted to evaluate the performance of downlink MU-MIMO with increased feedback bits for PMI with comparisons to SU-MIMO. For MU-MIMO the transmission rank per UE is fixed to one. For SU-MIMO, a UE decides on rank 1 or rank 2 (rank adaptation) in the baseline scheme. 

Table 2 (Appendix 2) summarizes the main link level simulation parameters as well as the assumptions made for evaluations in the UMi and PedA channels. As in [1] and [2], we assume a transmission bandwidth of 10 MHz. The subcarrier spacing for the OFDM transmission is 15 kHz. Each resource block (RB) comprises 12 subcarriers and there is a total of 50 RBs (600 subcarriers). Scheduling can be performed every 1-msec subframe, which contains 14 OFDM symbols. We assume four transmit antennas at the eNB and two receive antennas at each UE. 
We consider ITU-R models for UMi channels. The time-domain response (tap values and tap delays) for such channels are obtained by random selections of models generated from different random initializations of the UMi model implementation in [5]. Different users use different random initializations. For a given user 1000 different random initializations are tested.  

We use the full implementation of the model, for which different random samplings of the UMi channels can have different numbers of taps and different tap delay values.Tap delays are produced on a grid of approximately 5 nanoseconds, and time-domain simulation of channels is effectively done at a high sampling rate (approximately 200 MHz).
Channel estimation, PMI and rank selection, and CQI measurement are derived from channels estimated based on CSI-RS reference signals.  A channel estimate for all antennas is made at a common resource element in each RB using 2D MMSE interpolation. PMI and the respective CQI are both computed and reported per subband of 6 RBs every 5 msec. The CQI values are computed using the estimated channels, assuming the noise plus inter-cell interference power is perfectly known at the UE.  The same unquantized CQI feedback is utilized for both SU-MIMO and MU-MIMO, i.e., CQI feedback is transparent to the MIMO transmission used. This is described in Appendix 1.
The scheduler utilizes the PMI/CQI information from 8 feedback reporting UEs, and for MU-MIMO decides how many users to be spatially multiplexed. The maximum number of spatially multiplexed UEs is 4. For SU-MIMO the scheduler selects a single UE to schedule. For decoding of data transmissions at the UE, the composite channel is estimated from downlink DM-RS reference signals. Composite channels for data Resource Elements are obtained by 2D MMSE interpolation from these reference signals. 

The granularity of the adaptive modulation and coding (AMC) is listed in Appendix 3. A full buffer traffic model is assumed. We apply outer loop link adaptation control to ensure that the experienced average BLER for the first transmission is less than 0.1. We also apply an Incremental Redundancy Hybrid ARQ (HARQ-IR) scheme using 4 Redundancy Versions
. The modulation and coding scheme (MCS) used in all transmissions of a particular HARQ-IR process are the same, as set by the AMC on the first transmission. In each experiment 1000 random and i.i.d. initiations of channel conditions
 are considered. Results shown are the average performance over such initiations. 
For our net throughput calculations we account for the signalling overhead in terms of the average number of resource elements per RB not used for data. This is given by the variable Xtotal. Define XPDCCH, XCRS, XDMRS and XCSIRS as the overheads over one RB (XRB), for the physical downlink control channel (PDCCH) (XPDCCH), Rel. 8 LTE cell-specific reference signal (CRS) (XCRS), Rel. 10 demodulation reference signal (DM-RS) (XDMRS) and Rel. 10 reference signals for CSI measurement (CSI-RS) (XCSIRS), respectively.

· For 4x2 SU-MIMO transmission with CRS virtualization down to 2Tx antenna ports, the overhead ratio is:
Xtotal/XRB = (XCRS + XDMRS + XPDCCH +XCSIRS)/ XRB = 60.8/168 = 0.362 for SU-MIMO 
· For 4x2 MU-MIMO transmission with CRS virtualization down to 2Tx antenna ports, the overhead ratio is:
 Xtotal/XRB = (XCRS + XDMRS + XPDCCH +XCSIRS)/ XRB = 72.8/168 = 0.433 for MU-MIMO

Note that per RB: XCRS = 12 REs, XDMRS = 12 REs for SU-MIMO and 24 REs for MU-MIMO, XPDCCH = 3 x 12 REs, XCSIRS = 4/5 REs, XRB =168 REs.

3. PMI-based MU-MIMO with Increased Feedback Bits
3.1  Rank 1 and Rank 2 Codebooks 
To investigate potential improvements with increased feedback bits (> 4bits), we consider an actual PMI codebook design which includes both rank 1 and rank 2 codebook entries. These designs are described in details in an additional contribution for this meeting [4]. Each rank 1 element “v “in the codebook is defined by 4 parameters:

1. A joint gain vector and permutation of antennas specified using bg bits.  

2. Two intra-subvector relative phase scalars θ1 and θ2 represented by p1 and p2 bits respectively

3. One inter-subvector phase scalar θ3 represented by p3 bits

A rank-2 element, for each rank-1 vector, is defined by the same three parameters.

For a B bit codebook we have bg+p1+p2+p3=B for all possible vector elements defined in the codebook.  Thus the 2B combinations of bits represented in all combinations of all values of the 4 parameters defines 2B unique codevectors.   

Each element v has the following structure:
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The corresponding rank-2 element for each rank one element is defined by a permutation of the rank-1 element entries, with additional complex conjugate and negation operations as described in [4].

For experiments in this contribution, Table 1 defines the allocation of bits to the gain and phase parameters for the investigated cases of 8 and 12 bit codebooks.

Table 1 – Bits used in defining parameters of the 8 and 12 bit Rank 1&2 PMI codebooks.
	Codebook Size
	gb

#bits for gain and permutation
	P1

#bits for θ1
	p2

#bits for θ2
	P3

#bits for θ3

	8 bits
	0
	3
	2
	3

	12 bits
	3
	3
	3
	3


The codebook used for the 3-bit joint gain and permutation is described as below.

Table 2 – The design used for a 3-bit joint gain and permutation codebook.
	Index
	Permutation “I”
	Gain Vector

	0
	{1,2,3,4}
	g={1/2, 1/2, 1/2, 1/2}

	1
	{1,2,3,4}
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	2
	{1,3,2,4}
	

	3
	{1,4,2,3}
	

	4
	{2,3,1,4}
	

	5
	{2,4,1,3}
	

	6
	{3,4,1,2}
	

	7
	Use the Release 8 codebook for first 16 entries

(in the 12-bit codebook design, the remaining 29-16=496 entries are not used in experiments)


The phase codebooks represent uniform samples of phases between 0 and 2π, e.g. a p1 bit codebook represents 2^{p1} samples spaced by 2π/(2^{p1}). Note, given this design, the PMI codebook can be “stored” by simply storing individual codebooks for gain and phase, and not necessarily through exhaustive tables of the resulting rank-1 and rank-2 vectors.

Also note that the Release 8 4-bit PMI codebook is embedded into the 8 and 12 bit codebook.  For the 12-bit codebook one of the permutation-gain indicies (index 7) is used to indicate the Release 8 codebook. For the 8-bit codebook the Release 8 codebook is embedded by replacing 16 pairs of the rank 1&2 elements with such Release 8 elements (rank 2 element companions to rank-1 elements are defined in [4]).  More details can be found in [4]. Other divisions of bits between parameters and permutation-gain codebooks are also being explored, and further optimization of codebook parameters should be considered in the future.
3.2 PMI/ CQI Search and CQI Computation.
For the 8-bit and 12-bit PMI codebooks, the same PMI-based search as 4-bit PMI Rel. 8 codebook is used to compute the CQI and select the best PMI. This is outlined in Appendix 1 using notation provided in [1][2]. In both cases the search is an exhaustive search of all rank-1 and rank-2 options (as needed by SU or MU-MIMO).
3.3 The SVD-based Search.
For the 12-bit codebook, in particular, the exhaustive PMI search might become prohibitively complex computationally.  Such a computation, for example for MU-MIMO as described in equations (A.5) to (A.7), includes a number of inner-products and log calculations for each of the possible PMI indxex selections, and a 12-bit codebook has 4096 PMI entries. Note, we believe that the introduced codebook can exploit its structure to significantly lower the complexity of PMI searches though this is a matter for further investigation. 
As an alternative to the PMI search, we also consider a low complexity “SVD search”. In the “SVD search” the selection of the beam, i.e. the PMI index, does not use the calculations in equations (A.5) through (A.7).  Rather the “beam” selected from the PMI codebook is the rank-1 PMI element that best matches the (single) principle component direction defined by an SVD. The SVD is based on a covariance estimate of the multiple channel-states across resource blocks (PRBs), such channel-states estimated by CSI-RS.  
For the SVD search, a user k estimates the covariance of the channel across the T PRBs indexed by r=r(1),r(2),…,r(T) by
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where Hk,r is the channel estimate of user k in PRB r.  An SVD is performed on Rk and the right dominant principal eigenvector corresponding to the largest singular value is selected as the ideal “preferred” channel direction (SU-MIMO beam) to be indicated to the eNB.  Label this direction for user k as
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, where 
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 is an M×1 column vector. Note, the vector 
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defines a direction which, by definition, tries to match the set {Hk,r(1) , …, Hk,r(T) } in a square-error sense, and not in the sense of directly optimizing a rate estimate as in the PMI search described in Section 3.2 and equations (A.5) to (A.7) in Appendix 1.

For “Ideal SVD Feedback” the vector 
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is assumed available at the eNB.   For quantized feedback with finite “B” the vector 
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 is quantized with B bits with a B-bit codebook to give
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. That is, for the 212 possible values of rank 1 elements “v” in the 12-bit codebook C, the quantizer selects
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In the experiments to follow we do an exhaustive search of rank-1 elements in C for the above SVD search.  However, the description in [4, Appendix] shows that this search can also be broken down into a sequence of searches of individual parameters, with a computational complexity proportional to 23 for each. Tests on such a search, outside of the Link Level simulations and experiments reported in this contribution, show that this low-complexity search can have little impact on the selection of the optimal PMI elements when compared to an exhaustive search. 
The CQI determination is based on the SU-MIMO based Rel 8 CQI feedback, and so considers directly how this beam would interact with the channels and receiver processing if the beam is used for SU-MIMO transmission. Here user uses 
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 to compute the rank-1 SU-MIMO based CQI in the same way as done for the PMI/CQI search.  Specifically, 
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 (or 
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in the case of “Ideal SVD fededback) is used instead of gn in equation (A.6) which calculates SNR estimates per resource block. The SNRs for this 
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 are used to define the CQI for 
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using equation (A.7). 
3.4 MU-MIMO Processing and Baseline MU-MIMO Performance.
Baseline MU-MIMO performance is assessed using the basic non-regularized forms of LZBF, CQI prediction using the existing SU-MIMO CQI feedback available in Rel. 8 in the same way described in [1][2]. The goal in doing so is to demonstrate, relative to the 4-bit PMI benchmarks, what increased feedback could do in terms of increasing rates even when using very basic forms of LZFB with an actual codebook design and SU-MIMO CQI. Nevertheless, the performance for MU-MIMO can certainly be further improved when the eNB utilizes additional knowledge (e.g., users SNRs, quantization error, CSI mismatch error, etc.) for LZFB computation, better CQI prediction and scheduling as shown in [1][2].
4. Link Level Simulation Results
In this section we provide examples of MU-MIMO and SU-MIMO performance using 8 and 12 bit PMI codebooks. Performance is compared to using the Rel. 8 4-bit PMI codebook. MU-MIMO processing does not include regularization or improved CQI prediction. Thus, the MU-MIMO performance shown is a lower-bound on what could be expected and can be improved with better processing and improved post-LZFB CQI prediction, as shown in [1][2].

Figure 1 shows simulation results for the UMi channel with 4 wavelengths transmit antenna spacing with a Doppler of 5.55 Hz. Transmit antennas are co-linear, and the model in [5] is set to be non line of sight (NLOS). The results show that when using the described codebook designs that the main benefit of increasing PMI feedback for this UMi scenarios start to be seen when using more than 8 bits, as shown with the 12-bit PMI feedback with MU-MIMO. The 8-bit PMI does not include the gain information whereas for the 12-bit PMI, 3-bit are used to describe the gain/permutation information. Thus incorporating the gain information to the codebook design is important for MU-MIMO over uncorrelated/less correlated channels. On another hand, note that the PMI-based search and the SVD-based search for the 12-bit codebook show similar performance. Also note that there is a small benefit of using 8-bit PMI feedback for SU-MIMO at low SNR. 
Figure 2 shows simulation results for PedA, using the models in [1][2], with the current 8 and 12 bit codebook designs. Here benefits are seen for both SU-MIMO and MU-MIMO when using the 8-bit codebook. The results also confirm that the MU-MIMO performance of the 8-bit and 12-bit codebooks with the PMI-based search are in-line with the 8-bit performance predictions in [1][2] based on a random vector quantizer model of the quantization error. The PMI-based search and the SVD-based search for the 12-bit codebook show similar performance, though the PMI-based search does show some benefit over the SVD search.
[image: image16.png]Total throughput [Mbps]

45

UMl 4 x spacmg nLOS (8 users) Doppler 5.55 Hz

—E— SU- MIMO Rel. 8 4 bit PMI PMI/CQI search
SU-MIMO: 8 bit PMI, PMI/CQI search
----- MU-MIMO: Rel 8. 4 bit PMI, PMI/CQI search
—— MU-MIMO: 8 bit PMI, PMI/CQI search
—H&— MU-MIMO: 12 bit PMI, PMI/CQI search ’g—”—
—&— MU-MIMO: 12 bit PMI, SVD search -

=-8 -~ MU-MIMO: Ideal SVD feedback

2 4 6 8 16 1‘2 1‘4 1‘6
Average Received SNR per RX antenna [dB]

18

20




Figure 1 – Throughput performance for MU-MIMO vs. SU-MIMO for UMi model with 4 wavelength     eNB antenna spacing.
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Figure 2 – Throughput performance for MU-MIMO vs. SU-MIMO for PedA and independent antennas.
5. Conclusion
In this contribution, for single point transmission scenarios we explore the potential benefits of increased PMI feedback bits on both downlink MU-MIMO using actual codebook designs. The codebook utilized is a rank 1&2 structured codebook [4] with a structure that allows for: 
1) Capturing the gain information

2) Lowering search complexity and storage

Both are important to support downlink MU-MIMO with increased PMI feedback bits. 
Furthermore, we provided our preliminary evaluation results for both the ITU-R UMi and PedA channel models (with relatively low delay spread and high angle spread characterizing small cells (Scenario C)). These initial investigations for the cases of 8-bit and 12-bit structured codebooks show that: 

1) MU-MIMO achieves higher performance with increased feedback bits for the studied channels (UMi and PedA) under the assumed Doppler (5.55 Hz) and antenna configurations.
2) The 12-bit structured codebook investigated showed higher total throughput for MU-MIMO compared to the SU-MIMO using the 8-bit structured codebook and the Rel. 8 4-bit codebook.
Further optimizations of the introduced codebook design as well as investigations on other codebook structures need to be considered towards further optimization of PMI feedback for enhanced MU-MIMO in single point transmission scenarios. The investigations being conducted in this contribution were focused on the 8 and 12 bit PMI cases. Further gains can also be pursued by targeting codebook optimizations for more than 12-bit PMI feedback [1][2].
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Appendix 1

PMI-based SU-MIMO and MU-MIMO transmission schemes 
Details of SU-MIMO and MU-MIMO transmission schemes considered in this contribution are explained and refer to notation in [1] and [2]. For both SU-MIMO and MU-MIMO, PMI-based feedback is assumed. Descriptions on how the CSI feedback information is derived at the UE and utilized at the eNB are provided.
A1.1. PMI-based SU-MIMO
For PMI-based SU-MIMO, the same procedure as the Rel. 8 LTE is followed by each UE. More specifically, a precoder is chosen from a set of precoding vector codebooks {
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 denote the rank and codebook index (Precoding matrix index (PMI)), respectively. Each UE selects the best PMI from the PMI codebook, e.g. 4-bit Householder codebook for 4-bit PMI feedback, through exhaustive search of all 2B possible precoding vectors corresponding to all possible ranks (L=1 or 2) by each user. For example, assuming subband PMI/CQI feedback, made with respect to a contiguous set of T RBs indexed by r ={r(1),… ,r(T)}, the selection of the rank (RI) and precoder (PMI) is an exhaustive search for the sum rate maximization as follows:where 
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where,
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Here, the vector 
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 denotes the unit vector, whose l-th element is one with zeros elsewhere, and 
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L  is the normalized receiver filter for detecting each of streams, defined by
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The optimal pre-coding matrix is given by the L* rank matrix GL*,n*. The diagonal elements of 
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 are chosen (assuming unit norm columns in GL*,n*) as
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 to satisfy the equal power constraint.  For the selected PMI, RI, the UE sends CQI feedback given by: 
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In our simulations all users have the same average receive SNR. Therefore, the eNB schedules the single user with the highest reported CQI (after appropriate outer-loop correction). Note, for a user indicating rank-1 based on the B-bit PMI feedback, the eNB has for user k a column vector element 
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 from the precoding codebook which indicates the preferred beamforming direction of user k.
A1.2. PMI-based MU-MIMO 

For MU-MIMO, we assume the case when users send only rank-1 PMI feedback, i.e. L=1.  Also we assume that the calculation and feedback of PMI, CQI are set to be the same as that for LTE Rel. 8 SU-MIMO for the baseline case of 4-bit PMI feedback (though applied to codebooks of 2B elements). Because only a single stream is considered, there is no MAI and thus, SINR in Eqs. (A.2) and (A.3) becomes SNR and the linear MMSE filter reduces to the matched filter. Therefore, we obtain
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where
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and we define 
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  for notational simplicity. After the best PMI,, defining the best rank-1 precoding direction G1,n*, is determined, the CQI value is computed as
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which is fed back to the eNB together with[image: image46.wmf]k
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Note, for the case of rank-1 SU-MIMO transmission, and for a single RB, the output of the linear receive filter at the k-th UE 
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is given by:
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Here we drop the subscript “r” from channels Hk,r in focusing on a single RB.  

The ordinary Rel. 8 SNR maximization performed at the UE for MU-MIMO PMI selection as in Eq. (A.5) has the tacit assumption is that transmission is rank-1 SU-MIMO transmission, and not a L>1 rank MU-MIMO transmission.  In this case, and for B-bit PMI feedback and a single RB, the selected rank-1 PMI would describe a “preferred” channel direction of the composite/effective channel
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In practice the channel direction is not selected by considering a single RB.  Thus in cases of highly frequency selective channels the “preferred” channel direction does not necessarily follow (A.9) for any single RB.  
Appendix 2 

Table 2 – Link level simulation parameters.
	Transmission bandwidth
	10 MHz

	Number of subcarriers
	600

	RB bandwidth
	180 kHz (12 subcarriers)

	Subframe length (TTI)
	1 msec (14 OFDM symbols)

	ITU-R Channel model
	ITU UMi, PedA
(UMi model set explicitly to NLOS)

	Doppler frequency
	5.55 Hz

	Antenna configuration
	4-by-2 MIMO
UMi case: @ eNB: Copolarized 4 wavelength spacing
    @ UE: Default in the UMi model (NLOS)

PedA case: Independent antennas @ eNB and UE

	Number of control symbols (PDCCH)
	3 OFDM symbols

	Channel coding
	Turbo coding with QPP interleaver

	MU-MIMO precoding
	Non-regularized LZBF

	Feedback granularity of PMI
	Subband: 6 RBs

	Feedback granularity of CQI
	Subband: 6 RBs

	Codebook
	4-bit HH for SU-MIMO

	Channel estimation / CQI measurement
	CSI-RS/DM-RS based

	Channel coding
	Turbo coding with QPP interleaver and circular buffer

	Transmission rank
	SU-MIMO: Adaptive Rank 1 or 2
MU-MIMO: Rank 1 per UE,                    Maximum number of co-scheduled UEs: 4,                   Number of feedback reporting UEs: 8

	Modulation and coding schemes
	Appendix 3

	CSI-RS power boost
	3 dB per RE

	DM-RS power boost
	SUMIMO: 12REs, 0 dB power boosting per layer

MUMIMO: 24REs, 3 dB power boosting per layer

	Signal detection/turbo decoding
	MMSE for Rank 2, MRC for Rank 1
Turbo decoding with max-LogMAP

	CQI/PMI reporting delay
	5 msec

	Scheduling delay
	4 msec

	HARQ
	HARQ-IR with 4 RVs (all RVs use same MCS)

	HARQ round trip delay
	8 msec

	Outer loop control
	≤0.1 BLER at first transmission


Appendix 3 – Modulation and coding rates
Table 3 – Modulation Coding Rate Combinations used in experiments.
	CQI Index
	Modulation
	Coding Rate
	Efficiency (b/s/Hz
)

	0
	out of range

	1
	QPSK
	78/1024
	Code Rate x 2

	2
	QPSK
	120/1024
	Code Rate x 2

	3
	QPSK
	193/1024
	Code Rate x 2

	4
	QPSK
	308/1024
	Code Rate x 2

	5
	QPSK
	449/1024
	Code Rate x 2

	6
	QPSK
	602/1024
	Code Rate x 2

	7
	16 QAM
	378/1024
	Code Rate x 4

	8
	16 QAM
	490/1024
	Code Rate x 4

	9
	16 QAM
	616/1024
	Code Rate x 4

	10
	64 QAM
	466/1024
	Code Rate x 6

	11
	64 QAM
	567/1024
	Code Rate x 6

	12
	64 QAM
	666/1024
	Code Rate x 6

	13
	64 QAM
	772/1024
	Code Rate x 6

	14
	64 QAM
	873/1024
	Code Rate x 6

	15
	64 QAM
	948/1024
	Code Rate x 6


� Redundancy versions in a HARQ process use the same modulation and coding setting. Appropriate Chase Combining is applied for resource elements transmitted multiple times due to the overlap between Redundancy Versions.


� Outer-loop states are initialized only once, at the beginning of the first initiation. The outer-loop then updates over the different initiations


� Exact calculation needs to include 12 tail bits.
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