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1 
Introduction
At the RAN1#65 meeting, the work on DL MIMO Enhancements had been kicked-off by having a look and discussing experienced issues from real-life LTE DL MIMO deployments. Several points had been raised that had been summarized by the RAN1 chairman in the following observation list:

· Rank adaptation

· Time alignment errors

· Antenna calibration and partial reciprocity

· Vertical beamforming for dense urban deployments

· Specific antenna configurations: cross-polarized; geographically-separated antenna deployments; circular array; 

· Antenna tilting

· UE interference measurements and feedback processing time

· Feedback granularity

· DL control channel limitations for high numbers of TX antennas
In order to progress in RAN1 with the Rel.11 work on issues from real-life DL MIMO deployments, some prioritization of the captured observations as well as how these might be addressed will be needed. This contribution summarizes our views on the prioritization/need, as well as on the kind of studies to be performed in the abovementioned areas raised by the different companies.
2 
Discussion on the raised real-life issues
In this section we shortly summarize the related inputs by the different companies and include our view on the list of observations as compiled by the RAN1 chairman one by one.

2.1 DL MIMO Rank Adaptation

In [1], the experienced transmission ranks for different carrier frequencies and network configurations have been presented which shows that in real life network deployments certain (specifically high transmission ranks) are less probable to be used. However, no specific issues that would require specific attention from specification point of view had been identified. 
[2] raises the issue of problems with the reported (too high) rank by the UE in case of high dynamic ranges/large path-loss differences between antennas created by e.g. distributed indoor antenna setups. In the online and offline discussions during RAN1#65, it had been identified that the dynamic range combined with the non-idealities (like e.g. TX EVM, as well as imperfect channel estimation) which might not be taken into account in certain modem implementations in the CSI measurements & reporting, could be the reason for the behavior reported in [2]. This issue for distributed antennas would need to be handled related to test scenario specification and related requirements in RAN4.

[3, 11] also mentioned the rank adaptation robustness as a possible issue. [3] suggests a more detailed way for the UE to define the reported transmission rank without identifying any real operational issue, but refers to test scenario definition and requirements if needed, which are clearly in the working area of RAN4.

Also [4] hints in the direction, that possible rank adaptation issues would need to be tackled in RAN4 first, before any specification changes and/or handling in RAN1 would be needed. 
Summarizing the different inputs related to rank adaptation, the work would (mainly) need to happen in RAN4 related to possible new UE test cases (taking the large dynamic range identified in [2] into account – which could be taken into account also as part of the “geographically-separated antenna deployments” work) as well as (stricter and/or refined) requirements on UE rank reporting.

Therefore, we see the rank adaptation as a low priority issue from RAN1 work point of view during the Rel. 11 Enhanced DL MIMO SI.
Proposal: Rank Adaptation to be handled with low priority in RAN1, as the work would need to be mainly carried out in RAN4.
2.2 Time Alignment Errors
The issue of time alignment errors as part of imperfect calibration of co-located antennas has been raised in [3] and [5]. 
[3] shows the degradation in BLER for single user full-band transmission assuming wideband CQI and wideband PMI based on the maximum allowed time alignment error (TAE) of 65ns by means of link level simulations – and therefore suggest the introduction of subband PMI or tighter TAE related RAN 4 requirements. 
[5] indicates in the presented system performance evaluations, that there is close to no effect by TAE on SU-MIMO performance – whereas some performance degradation for MU-MIMO was visible when comparing subband CQI/PMI compared to wideband CQI & PMI.
The timing alignment errors in the real network are very much dependent on the vendor specific implementation combined with the applied operator specific antenna configurations (e.g. RRH vs. traditional RF feed installations etc.). We therefore don’t see a need to imply stricter timing alignment requirements as such, but see this as an implementation specific opportunity of the different infrastructure vendors for differentiation. 

Moreover, subband PMI reporting as requested in [3] is already available in the LTE specifications that could be utilized in case of a network implementation with rather loose time alignment error calibration. We therefore do not see a need to specify additional CSI reporting modes for this specific purpose.
Time alignment errors (and antenna calibration in general) for distributed antenna systems like CoMP Scenario 4 as well as JT CoMP operation from different TX points (CoMP Scenarios 2 & 3) raises of course a different, by far more severe issue. The specific problems of distributed transmission points (and related antennas) need to be taken into account in these specific studies in the CoMP SI – but not for the case of physically co-located antennas for normal DL MIMO operation.

Consequently we propose the following conclusions:

Proposal: Time Alignment Error to be handled as an infrastructure specific implementation issue.

Observation: Time Alignment Errors (and antenna calibration issues in general) need to be taken into account in the investigations of transmission from physically separated TX points (i.e. CoMP Scenarios 2-4 assuming joint transmission).
2.3 Antenna Calibration and Partial Reciprocity
As mentioned in [4, 5, 11], time alignment errors and wideband phase errors are two sources of antenna array calibration errors that cause performance degradations in various circumstances. Time alignment errors discussed in the previous section cause the overall spatial channel response to be more frequency selective, which degrades the performance for wideband allocations with non-frequency selective transmit weights. Wideband phase errors degrade the performance of codebook-based precoding as the codebooks were not designed with those phase errors in mind. However, both time alignment errors and wideband phase errors can be mitigated with vendor-specific solutions that do not require standardization support. Moreover, methods for calibrating antenna arrays are commonly used in TDD systems and generally require no standardization support. As a result, we do not see a need for standardization changes to support antenna array calibration mechanisms. We see antenna array calibration as an implementation specific opportunity for vendor differentiation.
Proposal: Antenna array calibration and reciprocity errors to be handled as an infrastructure specific implementation issue.

2.4 Specific Antenna Configurations

Different specific antenna configurations to be considered for the Enhanced DL MIMO SI had been mentioned in [6] besides other numerous contributions to RAN1#65.
Specifically, 3 different kinds of eNB antenna installations have been summarized in the observations of the RAN1#65 discussions – namely:

· Cross-polarized antenna setups

· Uniform circular array (UCA)

· Geographically separated antenna deployments

The importance of the different antenna configurations is for sure best judged by the operator community, which knows best on what kind of antenna installations they have already deployed in their networks or they are planning to introduce in the near future. The operator community provided already some first input on their view in [7].
In [7], it is clearly stated that cross-polarized antenna setups are to be considered as the main deployment for macro-cells as well as also for small cells as well. Therefore, cross-polarized antenna setups should be considered with highest priority in the investigated simulation scenarios in this SI. 

The UCA in [7] had been regarded as a possible configuration especially for small cells with omni antennas, but not main-stream deployment scenario and therefore should be considered with lower priority. This is very much in line with our thinking.

The geographically separated antenna deployments, given by the CoMP scenario 4 (combination of macro & low-power RRHs) have been rated as high priority scenario by the operators [6], which is in line with our thinking in this area [8, 9]. 

Proposal: Consider cross-polarized antenna setups as the highest priority antenna setup used for Rel. 11 DL MIMO feature development and investigations.

Proposal: Consider the uniform circular arrays as a low priority deployment scenario.

Proposal: Geographically separated antenna deployments are a high priority scenario and should be modeled in accordance with CoMP Scenario 4.

2.5 Antenna Tilting
Antenna tilting is one important part of traditional network deployments in order to shape & restrict the intercell interference [10]. The introduction of active antennas additionally gives the opportunity to change the vertical pattern semi-statically [7].

With antenna tilting, we refer here to the case of creating a specifically vertical antenna pattern for a given cell, so that the possible change is transparent to the UE (same tilt for all UEs as well as common channels & RS). We therefore see the antenna tilting as a network optimization issue (possibly part of some SON solution) – but not as a feature that would need any kind of RAN1 related specification support.
Therefore, the antenna tilt of different cells of course needs to be taken into account in the simulation assumptions (as 3GPP and RAN1 have done also in the past), but we don’t see that any specific studies related to antenna tilting would be required. 

Proposal: Antenna tilting as a feature should not be specifically investigated in RAN1 but of course the cell antenna tilts need to be included (as in the past) in the simulation assumptions.

2.6. 3D beamforming (Vertical beamforming for dense urban deployments)
Vertical beamforming for dense urban deployments [6] can be considered as a dynamic, more flexible, UE specific version of antenna tilting. Including the traditional LTE DL MIMO operation (using the horizontal domain), this leads to 3D beamforming [7].

A large standardization effort will be needed in order to make the 3D beamforming a reality, beside others including
· Evaluations using 3D channel models including the agreement on the specific simulation scenarios (deployment scenarios, 3D specific antenna configurations, etc.), as pointed out by the operators [7]

· 3D channel/CSI feedback (with increased number of total antenna ports): considering the time & effort that was needed in order to agree on the Rel. 8 4TX and Rel. 10 8TX codebooks, this should not be underestimated!! 
Therefore we think that the time needed to investigate & standardize 3D beamforming properly would stretch beyond the Rel. 11 timeframe. Moreover, as also pointed out in [7], the achievable gains are not fully clear yet to justify this tremendous standardization effort at this point of time. 

Considering the abovementioned, we therefore propose a 2-phase approach related to 3D beamforming: 

Proposal: Investigate the potential gains of 3D beamforming with medium priority in a later phase of this SI/Rel.11.

Proposal: Based on the gain potentials shown during the Rel. 11 timeframe, consider detailed 3D beamforming studies for Rel. 12.
2.7 UE interference measurements and feedback processing time
The need for investigating UE interference measurements and the increased amount of required feedback processing has been raised in [4].

It is proposed to study new CSI-RS based interference measurements, that will be needed e.g. for CoMP Scenario 4 type of deployments. We see these studies as important for the support of deployments of the type of CoMP Scenario 4 but don’t think that independent studies, outside of the deployment scenarios requiring this feature, would be required.

Proposal: Study UE interference measurement enhancements under the deployment scenarios investigations requiring it (i.e. CoMP Scenario 4) with medium priority.

[4] also mentions the increased required UE feedback processing introduced e.g. by the 8TX dual-codebook design of Rel. 10 and possible related feedback enhancements. The increase in any kind of feedback processing for the UE (increase of codebook sizes and/or complexity in codebook entry selection, increased processing & feedback granularity in frequency domain,…) is an issue that needs to be taken seriously into account when considering especially CSI feedback enhancements in Rel. 11. 
Therefore, the feedback processing requirements (incl. feedback processing time) is an issue that requires a lot of attention during the Rel. 11 timeframe. Nevertheless, we propose not to have a separate study on this issue, but keep this in mind as a priority issue to be considered when designing new CSI feedback designs in Rel. 11. 
Proposal: Consider the feedback computation requirements (and the related feedback processing time) as a high priority side-condition in the Rel.11 CSI feedback enhancements studies, but do not study this issue independently.

2.8 Feedback granularity  
Beside other contributions, [12] specifically suggests investigations related to improvements in the CSI feedback granularity. The baseline idea in [12] is to improve the actual (or effective) PMI granularity.
When thinking of finer quantization of the channel through an increase of the actual or effective PMI codebook size the following things have to be considered:

· The SINR gains of the channel are not directly reflected in system throughput – as channel estimation errors and specifically CQI accuracy will limit the gains.
· As raised in [4] and discussed in the previous section, the increased computational complexity from UE perspective related to feedback measurements and computations need to be taken into account. Just increasing the required computations in peak times is for sure not an option.

· The expected gains are relatively small. 
For certain users in the network, e.g. stationary users, it does not make sense to report the same feedback report several times [7, 12]. This effect can be either used to improve the granularity of the feedback for these users in time [7] (by keeping the overhead constant) or alternatively to decrease the actual UL feedback overhead of the system as such. 

For sure, the stationarity in time or correlation in frequency should be utilized and taken into account – but we find the second alternative, namely the possibility to decreasing the UL feedback overhead or keep it as low as possible for the specific users, as the slightly more attractive alternative when thinking about feedback granularity in general.
As a consequence we suggest:

Proposal: Finer PMI feedback quantization is not seen as an attractive enhancement and therefore a low priority for feedback granularity studies is suggested.

2.9 DL control channel limitations for high numbers of TX antennas
Operating CRS based PDCCH reception with more than 4 TX antennas is increasingly becoming an issue [13]. 
The application of dedicated RS based PDCCH reception in the REs traditionally reserved for PDSCH will enable the operation of new deployment scenarios (as e.g. CoMP Scenario 4 type of deployments). Moreover, it enables a more flexible partitioning of PDSCH & PDCCH as in the traditional PDSCH/PDCCH split giving the possibility to increase the PDCCH capacity if needed. 
Considering the improved flexibility that a combination of E-PDCCH and traditional PDCCH will bring for different network deployment scenarios of the operators – combining macro, RRH, het-net, CoMP etc. – we think that studies on E-PDCCH should be one of the corner-stones for the work on DL MIMO enhancements.

Proposal: Studies on Enhanced PDCCH (E-PDCCH) should be one of the highest priority issues.

3 
Conclusions
Our view on the prioritization of real-life issues of DL MIMO for the Rel. 11 Enhanced DL MIMO SI can be summarized by the following related proposals:
Proposal 1: Rank Adaptation to be handled with low priority in RAN1, as the work would need to be mainly carried out in RAN4.
Proposal 2: Antenna array calibration (including time alignment errors) and reciprocity errors to be handled as an infrastructure specific implementation issue.
Proposal 3: Consider cross-polarized antenna setups as the highest priority antenna setup used for Rel. 11 DL MIMO feature development and investigations.
Proposal 4: Consider the uniform circular arrays as a low priority deployment scenario.
Proposal 5: Geographically separated antenna deployments are a high priority scenario and should be modeled in accordance with CoMP Scenario 4.
Proposal 6: Antenna tilting as a feature should not be specifically investigated in RAN1 but of course the cell antenna tilts need to be included (as in the past) in the simulation assumptions.
Proposal 7: Investigate the potential gains of 3D beamforming with medium priority in a later phase of this SI/Rel.11. Based on the gain potentials shown during the Rel. 11 timeframe, consider detailed 3D beamforming studies for Rel. 12.
Proposal 8: Study UE interference measurement enhancements under the deployment scenarios investigations requiring it (i.e. CoMP Scenario 4) with medium priority.
Proposal 9: Consider the feedback computation requirements (and the related feedback processing time) as a high priority side-condition in the Rel.11 CSI feedback enhancements studies, but do not study this issue independently.
Proposal 10: Finer PMI feedback quantization is not seen as an attractive enhancement and therefore a low priority for feedback granularity studies is suggested.
Proposal 11: Studies on Enhanced PDCCH (E-PDCCH) should be one of the highest priority issues.
Alternatively, the suggestions from our side can be summarized in short in the following table:

	Topic
	Priority
	Comments

	Rank adaptation
	Low
	RAN4 issue

	Time alignment errors
	Low
	eNB implementation issue

	Antenna calibration and partial reciprocity
	Low
	eNB implementation issue

	Vertical beamforming for dense urban deployments
	Medium
	Consider gain investigations in later phase of DL MIMO SI

	Antenna tilting
	Low
	Already considered in simulations

	Specific antenna configurations  
	Cross-polarized
	High
	Should be baseline

	
	Geographically-separated deployments
	High
	CoMP SI scenario 4 & possible distributed small cell deployments

	
	Circular array
	Low
	Usage limited　

	UE interference measurements and feedback processing time
	Medium
	In connection with studies for CoMP scenario 4 & CSI Enhancements

	Feedback granularity
	Low
	Already considered in R10

	DL control channel limitations for high numbers of TX antennas
	High
	Study on DM RS based PDCCH needed
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