
3GPP TSG RAN WG1 Meeting #66  

 





    
               R1-112469
Athens, Greece, August 22-26, 2011
Agenda Item:     6.8.1
Source:
Huawei, HiSilicon
Title:               
Discussion on evaluation of TDD DL-UL re-configuration dependent on traffic adaptation
Document for:
Discussion and Decision
1 Introduction
During RAN #51 meeting, a new study item “Further Enhancements to LTE TDD for DL-UL Interference Management and Traffic Adaptation” was agreed [1]. In the study item, RAN1 was tasked to evaluate the benefits of uplink-downlink re-configuration dependent upon traffic conditions for both the isolated cell scenario and the multi-cell scenario, including:
· Identify the proper simulation assumptions, including traffic models.

· Assess the appropriate time scale for DL-UL re-configuration.

· Assess the benefits at least in terms of performance and energy saving.

In this contribution, our views are given on the evaluation of traffic dependent DL-UL re-configuration, including traffic models, scenarios, metrics and methodologies. 
2 Traffic models
To evaluate the possible benefits of DL-UL reconfiguration, it is proposed to observe the realistic traffic models, as the traffic model plays a significant role in the benefit evaluation and improper traffic model may result in completely different conclusion. For example, full buffer traffic model is typically used in RAN1 system evaluation. However to evaluate the possible benefits of DL-UL reconfiguration, no real impact on the system can be expected if the system is always fully loaded. 
Proposal 1: More realistic traffic models need to be studied on.

In the real network, there are many traffic types, e.g. web surfing, video, file downloading/uploading, email, instant message and gaming, etc. The main traffic applications are web surfing, video and file downloading/uploading, which contribute almost all the traffic load. 
In the following sections, the evaluation based on the existing traffic models are provided in order to better understand the impact caused by traffic model and to have a rough idea on the time scale of traffic fluctuation. HTTP [3], NRTV [3] and FTP [2] (shown in Appendix A) were chosen to simulate web surfing, video and file downloading/uploading respectively. 
2.1 Simulations and analysis
To observe the time scale of traffic fluctuation, only DL traffic is simulated and it is firstly assumed that the DL subframe is always available (TDD is not considered yet). In Figure 6~10 shown the simulation results, where the y-axis is the resource utilization, representing the ratio of used RBs in the whole bandwidth and the x-axis is the observation time. The simulation assumption is shown in Appendix B. 
(1) FTP traffic model

As the initial evaluation, FTP model 2 is chosen. According to Figure 6, it can be seen that more than 100 consecutive subframes are needed to transmit each packet with 0.5Mbytes size and more than 500 consecutive subframes are needed to transmit each packet with 2Mbytes. Therefore, for FTP download, the time scale of traffic fluctuation is about 200~700 ms.
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(a)                                                                        (b)

Figure 6 utilization of one UE with 0.5/2Mbytes packet size in one cell
From the figure 7, it can be seen that traffic fluctuation is mitigated when the number of UEs increases. When the number is more than 10, most TTIs are occupied. 
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(a)                                                                        (b)

Figure 7 utilization of 3/10 UEs with 0.5Mbytes packet size in one cell

(2) HTTP traffic model 

From Figure 8, we can see that most of downlink HTTP packets are transmitted in short-time, just one TTI needed, and the distance between two packets is big, especially when the number of UEs is small. To request an HTTP session, a user will send an HTTP GET request in uplink which has a small packet size.  Thus, when the traffic load in downlink and uplink is light, subframe reconfiguration can hardly contribute to the higher date rates but may be helpful for energy saving by configuring more uplink subframes. 
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(a)                                                                        (b)
Figure 8 utilization of 5/10 UEs in one cell
(3) NRTV traffic model 

From Figure 9, we can see that NRTV is steady streaming traffic. The packet is small (mean=100 bytes, max=250 bytes) and the inter-arrival time between packets is small (mean=6ms, max=12.5ms). 
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Figure 9 utilization of 3 UEs in one cell
(4) Mixed Traffic

In the above simulation, each traffic model is evaluated individually. However, the real network will support a mix of simultaneous traffic types due to different types of usage scenarios and different types of terminals. Therefore, in this simulation a mixed traffic models is considered for DL-UL re-configuration evaluation. 
For simplicity, mixed traffic can refer to the percentage of UEs in the system generating a particular type of traffic, that is each UE only generates one type of traffic and different UEs can use different types of traffic. In Figure 10, we assume HTTP:NRTV:FTP = 5:3:2 as an example. The actual combination ratio, which should reflect the real traffic conditions in a current or future commercial network, needs to be further discussed. 
From Figure 10, we can see that traffic fluctuation is mainly determined by FTP and partly by HTTP, which means the bursty traffics with large packet size contribute to the traffic fluctuation.
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Figure10 utilization of 10 UEs in one cell
2.2 Discussion
Observation 1: Bursty traffics with large packet size contribute most to the traffic fluctuation. For FTP download, time scale of traffic fluctuation is about 200~700 ms.
Observation 2: Traffic fluctuation is mitigated when the number of activated UEs with large packet size increases. It is noted that if the traffic model is self-similar, the fluctuation would not be mitigated.
Based on the preliminary simulation results, the following is proposed for further study on the traffic models:

Proposal 1: More realistic traffic models need to be studied on.
· Web surfing, video and file downloading/uploading can be focused on to model mixed traffic.
· The up-to-date traffic models are needed for further study.
· HTTP and WAP are two methods for web surfing. Currently, HTTP is dominant, so it makes sense to use HTTP as web surfing traffic model. HTTP [3] adopted in this simulation was modelled as an incoming traffic for UEs, e.g. downloading requested html pages from HTTP servers in the Internet. This model was created 10 years ago and may not match the real situation nowadays.  
· The current NRTV model seems not suitable for traffic adaptive DL-UL reconfiguration evaluation because it is not typical video traffic in the real network and only downlink is modeled.  New video traffic model needs to be studied.  
· In the real system, HTTP downloading and P2P downloading are much more popular than FTP nowadays, it is recommended to study at least HTTP downloading. About file uploading, it may also need further study as file sharing is getting more popular.
· The proportion of the mixed traffic needs further study and should be aligned with the real network.

· For a given service, both UL and DL traffic model needs to be studied.
3 Benefit evaluation
3.1 Application Scenarios

In the study item, RAN1 was tasked to evaluate both the isolated cell scenario and the multi-cell scenario for applying different DL-UL configurations. However, in practice, one cell can hardly be isolated. So we think the practical multi-cell scenario is more important to be evaluated, where deployment scenarios include regular homogeneous macro deployments and layered heterogeneous deployments. The evaluation of isolated cell scenario can be considered to get the upper-bound of the performance gain.
When applying different DL-UL configuration, the DL-UL interference will occur between eNodeB- eNodeB, eNodeB-UE and UE-UE. Since different DL-UL configurations among macro eNodeBs at the same frequency is generally considered to be impractical, the focus should be on heterogeneous deployments, where different DL-UL configurations may be applied between macro eNodeB and low power node, or between low power nodes.

In [2], different types of low power nodes with different power level have been defined. The following types of low power nodes need to be evaluated: Outdoor Pico with a maximum transmission power of 30/24 dBm, Indoor Pico with a maximum transmission power of 24 dBm, and Femto with a maximum transmission power of 20 dBm.

It is important to define the proper pathloss model for different deployment scenarios. In [2], different pathloss models have been defined between UE and eNodeB for various scenarios. However, the pathloss models between eNodeBs are left undefined, e.g. the pathloss model between macro eNodeB and Outdoor Pico.

3.2 DL-UL re-configuration schemes 
In LTE Rel-8, the DL-UL re-configuration is done by updating system information. The minimum updating period supported is 640ms.

For traffic dependent DL-UL re-configuration, a straightforward method is to reuse the Rel-8 system information updating procedure. This option has the minimum standard impacts, and could be applied for both Rel-11 UEs and legacy UEs. However, as shown in section 2.1, the minimum updating period of 640ms may not match the time scale for traffic fluctuation, and may not be able to fully exploit the possible gain, if there is any, brought by traffic dependent DL-UL re-configuration. On the other hand, the traffic dependent DL-UL re-configuration can also be done through, e.g. RRC/MAC signaling in a semi-static way, or dynamically controlled by eNodeB scheduling. These schemes could support faster DL-UL re-configuration.

In our understanding, all the schemes for implementing DL-UL re-configuration need further investigation.
3.3 Evaluation metrics
To evaluate the possible benefits of traffic dependent DL-UL re-configuration, the following aspects could be investigated with different traffic load.
· The UE perceived throughput, for downlink and uplink respectively. 
· The total cell average throughput, which is the summation of downlink and uplink throughput. 
· The cell edge throughput, for downlink and uplink respectively. 
· This metric is used to investigate the possible impacts on the coverage for cell edge UEs. It’s required that the cell edge throughput should not be degraded much when different DL-UL configurations used in the neighbouring cells.
· Resource utilization over observation time, for downlink and uplink respectively. 
· Energy saving. 
· In a light loaded cell, the DL-UL configuration can be adjusted to have more uplink subframes, e.g. DL-UL subframe configuration 0, for power saving at eNodeB. However, setting the unused DL subframes as MBSFN subframes has also been considered for power saving and no extra standardization work is needed. To investigate the real benefits on energy saving, the baseline power consumption need take setting MBSFN subframes into account.

3.4 Methodology

In the real network, the DL traffic and UL traffic are normally asymmetry. In order to align with real network, an averaged ratio of DL and UL traffic load and a corresponding DL-UL configuration need to be assumed as baseline (e.g.  the averaged ratio of DL and UL traffic load is 5:1, and the DL-UL configuration 2 is used.). The performance gain of DL-UL reconfiguration with different reconfiguration time scale is to be evaluated in comparison with the baseline performance. 
It is noted that QoS can be taken into account. One possible way is to observe the mentioned metrics in section 3.3, conditioned that the QoS requirement is satisfied.
In the evaluation, the system performance will be largely affected by the detailed algorithm on how to determine whether a DL-UL configuration has to be changed. For example, the DL-UL configuration could be changed based on the predicted DL:UL traffic ratio, and the prediction could be done by observing the traffic load for a certain time window. It needs to be discussed in RAN1 on how to decide the change of  DL-UL configuration. 
4 Conclusion
In this contribution, the evaluation of traffic dependent DL-UL re-configuration was discussed, including traffic models, scenarios, metrics and methodologies. It is proposed that 
Proposal 1: More realistic traffic models need to be studied. 
Proposal 2: Multi-cell scenario with heterogeneous deployments is focused on for evaluation, taking different types of low power nodes with different power level into account.
Proposal 3: Both network performance and UE experience need to be considered for the evaluation metrics, where the QoS requirement needs to be considered.

Proposal 4: A baseline DL-UL configuration needs to be assumed, which should align with the asymmetry DL and UL traffic load in the network.
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Appendix A. Traffic Models

(1) FTP traffic model

File transfer traffic is characterized by a session consisting of a sequence of file transfers, separated reading times. The packet call size is therefore equivalent to the file size and the packet call inter-arrival time is the reading time.
In [2], FTP traffic model 1 and model 2 illustrated in figure 1 and figure 2 were defined for evaluations with time-varying interference. The file size is fixed.
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Figure 2 Traffic generation of FTP Model 1
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Figure 2 Traffic generation of FTP Model 2

In [3], a kind of FTP traffic model illustrated in figure 3 was defined. The file size is modeled by Truncated Lognormal distribution.
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Figure 3 Packets in a Typical FTP Session

(2) HTTP traffic model [3]

Figure 4 shows the packet trace of a typical web browsing session.  The session is divided into ON/OFF periods representing web-page downloads and the intermediate reading times, where the web-page downloads are referred to as packet calls. These ON and OFF periods are a result of human interaction where the packet call represents a UE’s request for information and the reading time identifies the time required to digest the web-page.
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Figure 4 Packet Trace of a Typical Web Browsing Session

(3)  NRTV [3]

Figure 5 describes the steady state of video streaming traffic from the network.  Latency at call startup is not considered in this steady-state model. A video streaming session is defined as the entire video streaming call time, which is equal to the simulation time for this model. 
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Figure 5 Video Streaming Traffic Model

Appendix B. Simulation Assumption
Simulation assumption is shown in Table 1.  

Table 1. Simulation Assumption
	Parameter
	Assumption

	CC BW
	10MHz (50RBs)

	Link 
	Downlink 

	Traffic model 
	HTTP, FTP model 2, NRTV, and mixed traffic 

	Channel Model 
	SCM 

	Scheduler 
	PF 

	Antenna configuration 
	2x2 codebook-based SU-MIMO 

	Channel estimation 
	Ideal 
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