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1. Introduction
In previous #65 meeting, CoMP evaluation results for Phase 1 and Phase 2 were discussed and the evaluation results for Phase 1 were described in TR 36.819. Many companies showed a great potential CoMP gain through simulation but backhaul delay was not considered. Practically, macro-to-RRH backhaul link can be implemented by X2 interfaces, so we need to study CoMP performance further in the case where coordinating transmission points are connected by low-capacity and high-latency backhaul link. In this sense, we evaluate CoMP performance degradation when CSI feedback delay increases, an equivalent effect of backhaul link delay.
2. Evaluation results and analysis
Simulation assumptions and detailed setup for CoMP are described in Appendix and in [1], respectively. We evaluate the performance of SU-MIMO with 9 cell CSCB, MU-MIMO with 9 cell JT, SU-MIMO, and MU-MIMO. For SU-MIMO and MU-MIMO having no backhaul latency, total CSI feedback delay is fixed to be 5ms, and total CSI feedback delay for SU-MIMO with 9cell CSCB and for MU-MIMO with 9 cell JT varies from 5ms to 20ms. 
Figure 1 illustrates the impact of backhaul delay on CSI feedback delay. In this simulation, we use a centralized scheduler which aggregates all CoMP information including CSI through backhaul link, increasing total CSI feedback delay. Until eNB transmits data, the backhaul link is used twice; it is used to send CSI from the eNB to the centralized scheduler and then to send scheduling information from the centralized scheduler to the eNB. Depending on types of backhaul link and the amount of CoMP information to be shared among coordinating transmission points, backhaul delay changes.
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Figure 1. Illustration of total CSI feedback delay considering backhaul delay
The simulation result is illustrated in Table 1 and 2, including relative throughput gains of CoMP system over non-CoMP system.
Table 1. 9 cell CSCB performance evaluation with varying total CSI feedback delay 

	Transmission scheme
	CSI feedback delay + backhaul delay
	Sector Tput

[kbps]
	Gain[%]
	UE Tput

(5%)

[kbps]
	Gain[%]

	SU-MIMO
	5ms + 0ms
	17797
	N/A
	476
	N/A

	SU-MIMO with CSCB
	5ms + 0ms
	19147
	7.6
	538
	13.1

	SU-MIMO with CSCB
	5ms + 5ms
	18484
	3.8
	516
	8.3

	SU-MIMO with CSCB
	5ms + 10ms
	17759
	-0.2
	477
	0.3

	SU-MIMO with CSCB
	5ms + 15ms
	17030
	-4.3
	443
	-7.0


Table 2. 9 cell JT performance evaluation with varying total CSI feedback delay 

	Transmission scheme
	CSI feedback delay + backhaul delay
	Sector Tput

[kbps]
	Gain[%]
	UE Tput

(5%)

[kbps]
	Gain[%]

	MU-MIMO
	5ms + 0ms
	18706 
	N/A
	575 
	N/A

	MU-MIMO with JT
	5ms + 0ms
	19706 
	5.3 
	828 
	44.1 

	MU-MIMO with JT
	5ms + 5ms
	18830 
	0.7 
	776 
	35.1 

	MU-MIMO with JT
	5ms + 10ms
	17931 
	-4.1 
	699 
	21.7 

	MU-MIMO with JT
	5ms + 15ms
	16944 
	-9.4 
	608 
	5.7 


In Table 1 and Table 2, we observe:
· In the case where at least 10ms backhaul delay is added, SU-MIMO with CSCB has no gain over SU-MIMO 
· In the case where 15ms backhaul delay is added, MU-MIMO with JT has little gain over MU-MIMO 

Based on the above observations, unlike CBCS, JT shows an edge throughput gain over MU-MIMO in the range of backhaul delay, i.e., 0ms to15ms. However, considering data sharing among coordinating transmission points through backhaul, typical backhaul delay in the case of JT can be greater than 15ms. Therefore, under low-capacity and high-latency backhaul like X2 backhaul, performance enhancement with JT is hard to be expected.
Also, we learn that backhaul link delay has to be less than about 10ms so that CSCB achieves higher performance than non-CoMP system. However, further evaluation is needed to conclude the backhaul link latency requirement for CoMP gain. Considering we use a centralized scheduler in this simulation, looser backhaul latency requirement than 10ms could be set by introducing other types of scheduler. In this simulation, the centralized scheduler aggregate both non-CoMP UEs’ CSI feedback and CoMP UEs’ CSI feedback to make scheduling decision, resulting the same amount of delay for non-CoMP UEs’ CSI feedback. If a distributed scheduler and a centralized scheduler are used for non-CoMP UEs and CoMP UEs, respectively, overall CoMP performance become less sensitive to backhaul latency since non-CoMP UEs’ DL throughput is not influenced by the backhaul latency. For example, we can use the hybrid scheduler by dividing frequency resources into the two part: CoMP band and non-CoMP band. In other words, the centralized scheduler is used for CoMP band and the distributed scheduler is used for non-CoMP band. As a result, non-CoMP UEs are scheduled exclusively in non-CoMP band by the distributed scheduler without backhaul latency.
Since, according to the simulation results, CoMP performance is somewhat sensitive to backhaul latency, the simplicity of CoMP information sharing among coordinating transmission points can be one of vital determinants to guarantee CoMP gain, particularly under low-capacity and high-latency backhaul like X2 backhaul. In this sense, JT or CSCB burdening backhaul link with heavy CoMP information may lose its potential gain under X2 backhaul. In [2], we  study further this issue and propose a potential CoMP scheme suitable for low-capacity and high-latency backhaul.
3. Conclusion
In this contribution, we evaluate the impacts of low-capacity and high latency backhaul link on CoMP performance. We observe that if backhaul delay is at least about 10ms, SU-MIMO with CSCB has no gain over SU-MIMO and that when backhaul delay is 15ms, MU-MIMO with JT has little gain over MU-MIMO. Based on the observation, backhaul latency requirement for CoMP seems to be less than 10ms but further study is needed to confirm the requirement.
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Appendix A. Simulation Assumptions
Details on simulation assumptions are described in Table 3.
Table 3. Simulation Assumptions

	Parameters 
	Assumption 

	Channel model (Scenario 2, CoMP cluster of 9 cells) 
	ITU UMi 

	System BW 
	FDD 10MHz 

	# of UEs, # of cells 
	(570, 57) 

	# of antennas at UE,  # of antennas at Transmission Point 
	(2, 4) 

	Maximum number of  feedback set,
TP selection RSRP threshold,
 TP selection CSI-RS quality threshold 
	(3, 10dB, -6dB) 

	Antenna configuration 
	eNB: x-polarized (0.5 spacing) 

UE: x-polarized 

	Transmission scheme
	SU-MIMO
MU-MIMO
SU-CS/CB 9 cell CoMP (CoMP clusters of 9 sectors)
MU-JT 9 cell CoMP

	Outer loop for target FER control 
	10% FER for 1st HARQ transmission 

	link adaptation 
	MCSs based on LTE transport formats according to TR 36.213 

	HARQ scheme 
	IR 

	DL overhead 
	3.8 OFDM symbols per RB for 4Tx with CSI-RS muting 

	Handover Margin 
	1 dB 

	Maximum number of Retransmissions 
	4 

	Feedback & Control channel errors 
	No Error 

	Scheduler 
	Greedy search algorithm based on PF metric 

	Velocity of UEs 
	3km/hr 

	Scheduling granularity 
	Per RB 

	Traffic load 
	Full buffer

	Maximum Rank per UE 
	1 for MU-MIMO

2 for SU-MIMO 

	Maximum # of SDMA UE per cell 
	2 

	Receiver type 
	MMSE (option 1 of R1-110586) 

	Channel estimation (DM-RS) 
	Real 

	Channel estimation (CSI-RS) 
	Real 

	CQI quantization granularity 
	1.892 dB (4 bits) 

	Feedback periodicity 
	5ms 

	Total CSI feedback delay 
	5, 10, 15, 20 ms 

	CQI & CDI feedback granularity 
	6RB sub band 

	Codebook for CDI feedback 
	LTE codebook 

	Phase corrector among CoMP cell (in JT case) 
	3bits (uniform sample of [0 2pi]) 
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