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1 Introduction

CoMP is regarded as an important technique to improve coverage and cell edge spectral efficiency. However, in realistic scenarios, the constraints from lower capacity/higher latency backhaul may degrade CoMP gain. These constraints should be carefully considered. 

In 3GPP RAN#63bis meeting, the following backhaul assumptions have been agreed[3]:

Step 1: [point-to-point fiber, zero] latency and infinite capacity
Step 2: higher latency and limited capacity for scenarios 2 and 3

-
The latency values used for CoMP evaluation are {0ms,2ms,10ms}

-
The latency value here refers to the one-way delay incurred when a message is conveyed from one node to another

Each company indicate the capacity requirement associated with the proposed scheme

In 3GPP RAN1#65 meetings, Phase 1 evaluation was concluded and the results are summarized in [xx].  In [xx], one of the observations on Phase 1 evaluation is that CoMP can offer performance benefits in homogeneous networks.  Most of these simulation results are based on the assumptions of zero-latency and infinite capacity. The next step is to investigate the impact of the latency and capacity constraints.  This contribution provides the CoMP evaluation results of higher backhaul latency on the X2 interface with joint processing (JP) and CS/CB schemes in Scenario 2(Homogeneous network with high Tx power RRHs).
2 Evaluation results for JP and CS/CB with latency
2.1 Simulation Setup
In our evaluation, cases with latency values of 2ms and 10ms are evaluated.  In the case with latency value of 2ms,  JP and CS/CB schemes have been considered.  In case of 10ms delay, only CS/CB has been considered.   This latency mainly incurs scheduling delay and more CSI delay.  In our simulation, scheduling is done by taking this latency into account.
· Scheduling algorithm

Detailed scheduling delay process is illustrated in Figure 1.  In this example, 2ms latency is assumed.  UEi is assumed to be a CoMP UE whose transmission set is cell1 and cell2. Cell 1 is the serving cell of this UE. When UEi is pre-scheduled at time t0 in cell1,  the actual transmission will be delayed to t0 +2 . Scheduling information is exchanged between coordinating cells.  Resources at time t0 +2 will be reserved for the CoMP transmission accordingly.
For the case of 10ms delay, each cell will semi-statically assign beams for each RB in the period of 10ms and exchanges this information with coordinating cells.  
Scheduling delay is only used for CoMP UEs which are scheduled for coordination transmission with inter-site coordinating cells.  For non-CoMP UEs or intra-site CoMP UEs, no scheduling delay is considered 
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Fig.1 Scheduling delay

Flexible resource allocation for single cell UE and CoMP UE was done in our simulation based on PF scheduler with full buffer traffic model. Detailed scheduling algorithm is performed in the following steps.

Step 1: All UEs are initially scheduled by single cell transmission. According to PF metric, each cell schedules the single cell transmission’s UE of the max metric. For example, cell 1 schedules UE1; cell 2 schedules UE2; while cell 3 schedules UE3.
Step 2: CoMP UEs are scheduled by coordination transmission. According to PF metric, the UE with max metric is scheduled with the same coordination set. For example, UE 4 is a CoMP UE which can receive joint transmission from  cell 1, cell2 and cell3.  And it will be finally scheduled if and only if 
Metric (UE 4) >Metric (UE 1) + Metric (UE 2) + Metric (UE 3),

Where Metric (UE i) stands for the proportional fair metric of UEi. Using this scheduler, the single-cell transmission and CoMP JP transmission are dynamic switched. CoMP UE is allowed to degenerate to single cell operation.  If CoMP is scheduled, the resources after the expected latency will be reserved for CoMP transmission.
· CoMP cooperating set

Based on the reported RSRP values,  eNB decides whether this is a CoMP UE by comparing a threshold with the difference of its reported RSRP values of the serving cell and each cell in the RRM measurement set.  The cells with the corresponding RSRP difference smaller than the threshold are identified as UE’s CoMP measurement set. i.e. for UEk, cell i belongs to UEk’s CoMP measurement set if reported RSRP of cell i from UEk (RSRPUE_k, Cell_i) satisfies the following equation:

RSRP UE_k, serving_cell –RSRPUE_k,Cell_i < threshold
Once CoMP measurement set is decided at the eNB, CSI (CQI/PMI) of the cells in the CoMP measurement set is reported by the UE. For simplicity in the evaluation, CoMP cooperating set is the same as CoMP measurement set.

· Coordination and feedback scheme
Dynamic switching between SU and MU is supported. The maximum number of co-scheduled users is two. 
If a UE is identified as a CoMP UE, its rank is always fixed to rank 1. 
For JP:

Individual per-cell implicit feedback (4bit CQI + 2bit PMI using Rel-8 codebook for 2 antenna ports) with inter-cell phase information (quantized to 2 bits) are reported. In addition, the CoMP UE feeds back single-cell PMI/CQI/RI as Rel-8 UE.
If a UE is a non-CoMP UE, it feeds back serving cell 4bit CQI+2bit PMI using Rel-8 codebook for 2 antenna ports.
For CS/CB:

All UEs including CoMP UEs follow Rel-8 type of  single cell RI/CQI/PMI feedback.    No inter-cell CSI feedback is used.
For CS/CB with 2ms latency, we assume interference suppression with IRC can be done to the interference from one coordinating cell only.  This can be achieved by assigning orthogonal DMRS ports to the coordinating cells.  With orthogonal DMRS ports, interference channel can be estimated more accurately and the strongest interference can be effectively suppressed.
· Overhead and RS considerations
For simplicity, we assume there is no PDSCH collision issue with CRS and PDCCH in CoMP cells by assuming the following:
· For DL FDD: 6 MBSFN subframes

-  4 subframes out of 10 have an overhead of 3OFDM symbols (PDCCH) + 2CRS ports outside PDCCH region + DMRS

     - 6 subframes out of 10 have an overhead of 2OFDM symbols for PDCCH + DMRS.
Also, CSI-RS resource overhead is considered in this simulation. For CoMP, DMRS resource with the same scrambling sequence is assumed to be used in the cooperating cells.

2.2 Simulation Results
Table 1  FDD JP Results with latency – DL Full Buffer
	Channel Model
	Antenna Configuration
	Single Cell/JP
	Cell average spectral efficiency 
	Cell edge spectral efficiency

	3GPP-Case1
	2x2 XPOL
	Single Cell
	2.11
	0.0532

	
	
	JT in scenario 2
	2.24(+6.1%)
	0.062(+16.5%)

	
	
	JT with 2ms latency in scenario 2
	2.218(+5.1%)
	0.057 (+7.1%)


Table 2  FDD CS/CB Results with latency – DL Full Buffer
	Channel Model
	Antenna Configuration
	Single Cell/CSCB
	Cell average spectral efficiency 
	Cell edge spectral efficiency

	3GPP-Case1
	4x2 XPOL
	Single Cell
	2.407
	0.0705

	
	
	CS/CB

(9-cell cluster)
	2.393 (-0.6%)
	0.0797 (+13%)

	
	
	CS/CB 

(21-cell cluster)
	2.381 (-1.1%)
	  0.0853 (+21%)

	
	
	CS/CB with 10ms latency
	2.375 (-1.3%)
	0.0769 (9%)

	
	
	CS/CB with 2ms latency
	2.3424(-2.7%)
	0.0839(19%)

	
	4x2 ULA
	Single Cell
	2.447
	0.0879

	
	
	CS/CB

(9-cell cluster)
	2.479 (1.3%)
	0.1028 (+17%)

	
	
	CS/CB 
	2.431(-0.6%)
	  0.1064 (+21%)

	
	
	CS/CB with 10ms latency
	2.4152(-1.3%)
	0.0945(7.5%)

	
	
	CS/CB with 2ms latency
	2.3872(-2.4%)
	0.1044(18.77%)

	ITU UMi
	4x2 XPOL
	Single Cell
	2.199
	0.0544

	
	
	CS/CB 

(9-cell cluster) 
	2.206 (+0.3%)
	0.0609(+12%)

	
	
	CS/CB 

(21-cell cluster)
	2.172 (-1.2%)
	0.0674(+24%)

	
	
	CS/CB with 10ms latency
	2.1790(-0.9%)
	0.0598(9.9%)

	
	
	CS/CB with 2ms latency
	2.1574(-1.9%)
	0.0660(21.32%)

	
	4x2 ULA
	Single Cell
	2.063
	0.0401

	
	
	CS/CB 

(9-cell cluster) 
	2.051 (-0.6%)
	0.0449 (+12%)

	
	
	CS/CB 

(21-cell cluster)
	2.040 (-1.4%)
	0.0535 (+34%)

	
	
	CS/CB with 10ms latency
	2.0405（-1.1%）
	0.0448(11.74%)

	
	
	CS/CB with 2ms latency
	2.0202(-2.07%)
	0.0521(29.9%)


Simulation is done based on the agreed assumptions in [3].  More simulation parameters are in Appendix A.   Simulation results of JP and CS/CB are summarized in table 1 and table 2 respectively.
From the simulation results shown in table 1, degradation is quite significant even with 2ms latency for JP, especially on cell edge.  This initial observation seems to indicate that it may not worth considering JP with latency. 
From the simulation results shown in table 2, it can be observed that performance of CS/CB with 2ms latency is comparable with no latency case. It can be shown that coordination scheme with beam, rank and DMRS port coordination is not too sensitive to latency.  Although there is degradation for 10ms latency cases, it still provides 10% gain on cell edge performance.  
3 Conclusion

In this contribution, simulation is done to evaluate CoMP performance with latency.  It can be observed that performance of JP is sensitive to latency.  On the contrary, CS/CB with rank coordination is less sensitive to delay.  Further study should be done to investigate the benefit of adding standardization support to perform beam/rank coordination with latency.
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Appendix A
Table A1 Simulation assumptions
	Parameters
	Assumptions

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 cell sectors per site. 
9 cell sectors in a cluster 

	Number of users per cell
	10

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers @ 2GHz

	Inter-site distance
	500m(3GPP Case1) , 200m (Umi)

	Operating bandwidth (BW)
	10 MHz 

	Penetration loss 
	20dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Inter-eNodeB: 0.5  Inter-cell: 1.0

	UE Speed
	3km/h

	Channel model
	3GPP Case1-  SCME- UMa  (High Spread)
ITU-UMi  

	Antenna configuration
	Transmitter: 2Tx cross-polarized antenna at eNB (0.5 λ spacing)  
Receiver: 2Rx cross-polarized antenna at UE
Antenna tilt  etilt  15 degree, 3D antenna pattern

	CQI/PMI reporting interval and frequency granularity 
	5ms for CQI/PMI, 6RB 

	Feedback scheme
	 For  JP UEs, 4bit CQI + 2bit PMI using Rel-8 codebook for 2 antenna ports with phase correction (2bit PCI: phase with π/2 resolution). 
For other UEs, Rel-8 RI/CQI/PMI is reported.

	CoMP scheme
	Joint Processing/ CSCB

	Delay for scheduling and AMC
	6ms

	Scheduler 
	Proportional Fair

	Backhaul latency
	0ms, 2ms, 10ms

	Receiver
	MMSE receiver (Option1 in [5])
Or IRC to interference from a coordinating cell for CS/CB UE

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Channel Estimation
	Non-ideal, based on CSI-RS for channel measurements, based on DMRS for data demodulation.

Channel estimation error modeling in [5] is used 
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