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Discussion
1 Introduction

For SF-DC aggregation operation, we presented some system simulations and analyais on SF-DC aggregation with ideal RLC in [1] – [8], and with realistic RLC and flow control in [9] – [12]. This paper gives a brief summary of SF-DC system performance. 
2 Summary of system simulation results
2.1 Ideal RLC and flow control

In uniform loading scenarios, since each cell serves equal users, loading status among cells can be considered the same. In our contribution [1], [2], [5], [6], we provided the burst rate gain for users both in softer and soft handover region. From the simulation results, it can be found that users in handover region can benefit a lot from SFDC scheduling. 
In addition, with user number increasing, burst traffic from different users will overlap more frequently, so there are less scheduling resources for SFDC users on secondary link, in this case burst rate gain decreases and there is almost no gain when there are 32 users per cell. 
Observation 1: For uniform loading cases, there is burst rate gain for users in SFDC scheduling, and the gain decreases with user number per cell increasing. 

In non uniform loading scenarios, some cells are heavily loaded than other cells, so loading status among cells can be considered different. In our contribution [3], [4], [7], [8], we assumed that three are 3 times of average number of users in three cells (cell 0, cell 1, cell8), so these cells are heavily loaded. From the simulation results, we found there is significant gain for users in heavily loaded cells in handover region.
It can also be found that the burst rate gain for users both in softer and soft handover region increases with user number, the reason is that with user number increasing, cell load in heavily loaded cells increase more quickly than in lightly loaded cells, in this case SFDC users will benefit significantly from scheduling on lightly loaded cells. When there are 36 users per cell in heavily loaded cells, there is up to 134% gain for users in softer handover region in [3].
Observation 2: For non uniform loading cases, the burst rate gain of users in heavily loaded cells increase with user number.
By introducing SF-DC aggregation feature, it is important to evaluate the impact on legacy users. In [2], [4], [6], [8], we shown the system performance under 30% penetration cases, from the CDF of user burst rate of legacy users it is found there is no impact on legacy users, because in our downlink scheduling strategy, the scheduling priority of legacy user is not affected by SFDC scheduling. All in all, there is a trade off between network scheduling strategy and impact on legacy users.
Observation 3: Legacy users will not suffer data loss by SF-DC scheduling if network scheduling can ensure that legacy users have the absolute high priority than SFDC users on the secondary serving cell.
2.2 Realistic RLC and flow control

By adding realistic RLC and flow control function, we provide system performance in [9], [10], [11], [12]. In our system assumption, we give two types of flow control modelings, one is normal fc modeling and the other is enhanced fc modeling. For enhanced fc modeling, network will detect the cell load by “TTI utilization”, when the cell load is above than a threshold, zero-byte flow control requests will be generated for all class B users from the cell to RNC, which could minimize the NodeB algorithms impact on soft handover users.
To be more specific, we list the burst rate gain for soft handover users in all cases ([9], [10], [11], [12]) in table 1. From the table 1, it is seen that soft handover users will benefit from SFDC operation in some cases, such as lightly loaded in uniform loading and non uniform loading. However, when the cell is heavily loaded, soft handover users may suffer burst rate degradation because long buffering time in NodeB occurs, the impact could be minimized by enhanced fc modeling for network could stop data transmission on the secondary link if the cell load is above than a threshold. 
In conclusion, the system performance is affected by traffic modeling, cell loading status, and flow control mechanisms. Network can smartly decide when to activate or deactivate SFDC operation by implementation, and additional complexity will be introduced, which need further evaluation.
Table 1: BR gain for soft HO users
	
	1 user/cell
	2 users/cell
	4 users/cell
	8 users/cell
	16 users/cell

	100% pen, uniform loading, burst traffic type 1
	29%
	24.2%
	20.6%
	17.7%
	-17.4%

	100% pen, uniform loading, burst traffic type 2
	20.5%
	17.6%
	-8.6%
	-8.6%
	-5.3%

	100% pen, uniform loading, burst traffic type2, enhanced fc modeling 
	22.2%
	9.8%
	1.5%
	-0.7%
	-0.3%

	
	3 users/cell
	6 users/cell
	12 users/cell
	24 users/cell
	36 users/cell

	100% pen, non uniform loading, burst traffic type 1
	23.3%
	33.2%
	28.8%
	26.1%
	56.3%

	100% pen, non uniform loading, burst traffic type 2
	18.3%
	22.3%
	32.5%
	10.9%
	3.7%


Observation 4: soft handover users can benefit from SFDC operation in some cases like the cell is lightly loaded or non uniform loading, and network can decide to activate or deactivate SFDC operation by implementation, e.g. enhanced flow control modeling.
3 Conclusion
In this paper, we give a summary of system performance of SF-DC aggregation. Under ideal RLC and flow control case, users will benefit a lot by SF-DC scheduling in soft or softer handover region, especially when there are users in non uniform loading scenario. It is also found legacy users will not suffer burst rate degradation by SF-DC scheduling. Following observations are found:
Observation 1: For uniform loading cases, there is burst rate gain for users in SFDC scheduling, and the gain decreases with user number per cell increasing. 

Observation 2: For non uniform loading cases, the burst rate gain of users in heavily loaded cells increase with user number.
Observation 3: Legacy users will not suffer data loss by SF-DC scheduling if network scheduling can ensure that legacy users have the absolute high priority than SFDC users on the secondary serving cell.

Under realistic RLC and flow control case, the following observation is found: 
Observation 4: soft handover users can benefit from SFDC operation in some cases like the cell is lightly loaded or non uniform loading, and network can decide to activate or deactivate SFDC operation by implementation, e.g. enhanced flow control modeling.
Considering the two types of flow control modeling mentioned above, we think it is not easy to have a common understanding on system performance by SFDC, but network have means to enhance flow control mechanisms and data split methods, so that users will not suffer performance degradation by SFDC operation and system performance can also be improved.
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