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1 Introduction
There has been some discussion in RAN1 about the backhaul performance in terms of latency and capacity; see for example [1]  [2] , and [3] . A CoMP scheme’s sensitivity to backhaul latency depends heavily on the considered deployment. In our view, a primary candidate for CoMP technology is within a single base station connected (by optical fiber) to distributed radio remote units (RRUs), or intra-site CoMP, where the latency is low and predictable. This is also well in line with the CoMP SID [4] , which indicates a working order starting with low latency deployments (where the latency is non-limiting).

For this reason we propose that we start the evaluations with an idealized latency assumption of zero, which is reasonable for the above mentioned scenarios.
Proposal:

· Initially RAN1 should focus the CoMP studies on the two deployments,  CoMP within a single base station with distributed RRUs and intra-site CoMP, for which the backhaul latency may be seen as non-limiting.

In a second stage we can shift focus to more latency robust schemes that can operate with less rigorous demands on the backhaul, or even in current deployments with typical backhaul latencies of 10-20 ms [1] . Note however that from a RAN1 perspective, the primary standardization effort to support CoMP will relate to additional UE CSI feedback in support of DL CoMP. Since the feedback required in support of intra-site CoMP and CoMP for a single base station with distributed RRU will also enable most foreseeable latency robust coordination technologies, it is quite generic non-limiting to focus the initial evaluations to the zero latency case.  

Observations:

· The RAN1 standardization impact of CoMP primarily relates to UE CSI feedback in support of DL CoMP

· UE CSI feedback requirements for foreseeable latency robust CoMP schemes are likely a subset of the feedback required for supporting CoMP within a single base station with distributed RRUs or intra-site CoMP

2 Overview of Delay and Capacity of the Mobile Backhaul
In Figure 1 an overview of a typical backhaul network is illustrated. The RBS sites are typically connected by microwave links, copper (ADSL, VDSL, etc.), or optical fiber by LRAN, which in turn is connected to a metropolitan HRAN (fiber ring).  
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Figure 1 The mobile backhaul is typical made of a LRAN (Microwave link, copper, fiber) and HRAN (fiber rings)

The different LRAN links technologies provide different performance with respect to delay and capacity, see Table 1 for a summary of anticipated latency and capacity for different technologies.
Table 1 Summary of latency and capacity of common backhaul technologies. The indicated latencies refers to one hop in a switched network.
	
	Latency
	Capacity

	Copper (e.g., VDSL2, ...) 
	1-10 ms depending on interleaving (crucial for capacity).
	VDSL2: 100/100 Mbps (DL/UL) achievable over short distances (per copper pair)

	Microwave Links
	<1-5 ms depending on technology/standard
	Up to 800 Mbps with one antenna (typical 300 Mbps)

	Fiber, GPON  (point to multipoint)
	UL: Below 3ms with average delays up to 300 µs assuming no other traffic (i.e. queuing)

DL: Below 250 µs with an average of approx 100 µs
	1 Gbps and above

	Fiber (logical point-to-point)
	around 50 to 200 µs
10G Ethernet has better performance
	1 Gbps and above


From the summary of latencies in Table 1 it is concluded that only point-to-point fiber (and possibly state of the art microwave links) can achieve robust latencies below 1 ms. 
2.1 Latency Categories
To simplify the modeling and evaluation assumptions of the mobile backhaul we propose to introduce four categories of link latency
zero-latency: For simplicity in the modeling we believe that we should allow one category where the latency is modeled as zero. Even though this is a simplified model, it is a reasonable model for, for example, 

· Single basestation solutions with distributed RRUs

· Intra-site CoMP solutions
· Nearby sites connected with (logical) point-to-point fiber with 10G Ethernet

very low-latency: Corresponding to delays <1 ms, which can be achieved using logical point-to-point fiber or state of the art microwave links
low-latency: Corresponding to delays in the order of 1-5 ms, which can be achieved with traditional switched backhaul topologies with state of the art links with fiber, copper, or microwave.
normal-latency: Corresponding to delays in the order of 10-20 ms. This latency category is what can be expected from current X2 deployments [1] .
Proposal:

· We propose to introduce four categories of backhaul latency, zero-latency, very low-latency, low-latency, and normal-latency, corresponding to the latency ranges 0, <1, 1-5 ms, and 10-20 ms, respectively.

3 Simulation Constraints Accounting for Backhaul Limitations
When presenting evaluations of the CoMP schemes it should be stated which assumptions are made regarding: 
1) Deployment

2) Latency category

3) CSI exchange delay: Time from CSI measurement until CSI is made available to the scheduler(s), including normal feedback delay
4) Scheduling Delay: Time from initiating a scheduling decision until transmission

In essence, at the time of transmission, the CSI is outdated by CSI exchange delay + Scheduling Delay. Moreover the Scheduling Delay (during which the scheduler will pipeline the scheduling decisions) poses constraints on retransmission timing, and overall system latency.
Proposal:

· When presenting evaluation results, the assumed Deployment, Latency Category, CSI Exchange Delay, and Scheduling Delay should be explicitly stated

4 Conclusion

In this contribution we have discussed the limitations of different mobile backhaul technologies and proposed to characterize the backhaul delays in three different categories. Moreover we propose to focus our initial CoMP studies on CoMP within a single base station with distributed RRUs or intra-site CoMP.
Observations:

· The RAN1 standardization impact of CoMP primarily relates to UE feedback in support of DL CoMP

· UE feedback requirements for foreseeable latency robust CoMP schemes are likely a subset of the feedback required for supporting CoMP within a single base stations with distributed RRUs or intra-site CoMP

Proposal:

· Initially RAN1 should focus the CoMP studies on the two deployments,  CoMP within a single base station with distributed RRUs and intra-site CoMP, for which the backhaul latency may be seen as non-limiting.
· We propose to introduce four categories of backhaul latency, zero-latency, very low-latency, low-latency, and normal-latency, corresponding to the latency ranges 0, <1, 1-5 ms, and 10-20 ms, respectively.
· When presenting evaluation results, the assumed Deployment, Latency Category, CSI Exchange Delay, and Scheduling Delay should be explicitly stated
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