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1
Introduction
Coordinated Multi Point (CoMP) techniques have received significant attention in the scope of the LTE-A study item but no consensus was reached on supporting any CoMP scheme in the Rel-10 timeframe.  With CoMP studies resuming in RAN1 for Rel-11, this document discusses backhaul considerations, primarily in terms of latency and capacity.  A common understanding should be reached regarding to what extent backhaul considerations affect CoMP performance and determine supportable CoMP schemes.  Assumptions may need to differ depending on the targeted CoMP deployment, e.g., depending on whether homogeneous or heterogeneous scenarios are considered. 

High level views on CoMP are provided in a separate paper [1].  Considerations on refining CoMP specific simulations assumptions are discussed in [2]. 

2
Discussion of CoMP backhaul requirements 
CoMP schemes fundamentally rely on inter-cell coordination and assumptions relating to the backhaul quality may therefore have a profound impact on supportable CoMP schemes and achievable performance gains.  A common understanding of the group is therefore desirable and sets of assumptions—specific to each CoMP deployment model—should be developed. 

Coordinated beamforming (CBF) and joint transmission (JT) based schemes may place fundamentally different requirements on backhaul quality, especially in terms of capacity and latency.  The impact of backhaul quality on the exchange of CSI and control information versus the dissemination of user data (for JT) may need to be assessed differently.  For example, in JT CoMP backhaul capacity may affect the maximum number of cells that can simultaneously transmit to a given UE, whereas backhaul latency may primarily impact the accuracy of channel quality information (CSI) at cooperating cells. 
Besides backhaul capacity, the group should reach a common understanding on whether there are limitations regarding the number of active connections that cells maintain in support of inter-cell coordination.  The number of active inter-cell connections determines the number of cells that may exchange CSI and control information in order to coordinate transmissions.  If it is believed that the number of active inter-cell connections may become a limiting factor then an agreement on a representative maximum value should be reached. 

It is well understood based on previous studies that backhaul latency may have a significant impact on CoMP performance, even when considering nomadic UEs at speeds below 3km/h.  The impact of backhaul latency is particularly pronounced for iterative CoMP schemes which rely on multiple eNodeB message exchanges, thereby incurring the backhaul latency multiple times.  Accurate modeling of the impact of multiple iterations on the resulting latency experienced by UEs is important in assessing the performance of CoMP schemes. 

2.1 
Example backhaul load for a JT CoMP scheme
The coherent JT CoMP technique discussed in the Appendix A.3 of [1] is taken as an example scheme to evaluate the backhaul load that needs to be supported.  More details on this evaluation can be found in [3] and a table with simulation assumptions is provided in the appendix of this contribution. 

An important factor that influences the required backhaul capacity is the number of cells that jointly transmit to a UE as well as the achievable capacity of UEs that are being served.  In the example provided in this section, the maximum transmission set size was selected to be 20 cells, a value that was selected judiciously. Performance degradation was observed for reduced transmission set size. 
Figure 1 shows the backhaul in-flow per eNodeB in support of this JT procedure for a standard homogeneous, sectorized setup in which each eNodeB consists of three cells.  The backhaul in-flow is quantified in terms of information bits, i.e., only information bits but not encoded bits are conveyed to cooperating cells.  It can be seen that for the scenario under investigation a backhaul spectral efficiency of about 200 bps/Hz is needed.  For a 10MHz deployment this would roughly amount to a 2Gbps backhaul in-flow per eNodeB.  Further, the distribution of the backhaul in-flow ranges roughly from 150 to 250 bps/Hz. This variation may need to be accounted for, leading to some over-provisioning. 
It should be noted that the required backhaul in-flow per eNodeB depends on the system overhead that is assumed for UE transmissions, as this impacts the actual amount of data that needs to be transferred to cells that are cooperating with the transmission to a specific UE.  In Figure 1 UE system overheads were not accounted for and the required backhaul capacity may therefore be somewhat smaller depending on system overhead assumptions.  
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Figure 1: Empirical CDF of the backhaul in-flow per eNodeB 
3
Conclusions

In conclusion, this document has discussed requirements on backhaul quality in terms of latency and capacity.  Our observations can be summarized as follows: 

· At a minimum, backhaul quality needs to be quantified in terms of latency and capacity, as both metrics may impact the performance of CoMP schemes considerably. 
· JT-CoMP schemes may require a large backhaul in-flow, depending on how many eNodeBs are concurrently cooperating with joint transmissions to UEs.  

· CoMP schemes are typically sensitive to latency, even for nomadic UEs at speeds below 3km/h.  This latency needs to be adequately captured in performance evaluations, accounting for the number of required inter-eNodeB message exchanges for iterative schemes. 
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A
Appendix

Simulation assumptions for the evaluation shown in Sec. 2.1 are tabulated in Table 1.  Further evaluation assumptions as well as details on the considered JT scheme can be found in Appendix A.3 of [1] as well as in [3]. 
Table 1: Simulation assumptions for the evaluation shown in Sec. 2.1

	Parameter
	Value
	Parameter
	Value

	System-evaluation framework
	3GPP D1, 4 tiers
	UE speed
	1km/h

	System bandwidth
	5MHz
	CSI reporting interval
	20ms

	Fading model
	Ped-B, spatially i.i.d.
	Maximum number of reported cells per UE for CSI feedback
	8

	Number of UEs/cell
	5
	Number of cells exchanging CSI in support of JT
	57

	Maximum number of cells participating in JT
	20
	Antenna configuration
	4Tx, 2Rx
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