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1. Introduction
There has been recent interest in the Multi-Point HSDPA ([1] through [9]) where a UE in soft or softer handover is allowed to receive packets over the HS channel from multiple cells. The main motivations include improving the cell edge performance and the network resource utilization under uneven loading. 
If Multi-Point HSDPA is applied to multiple cells of different Node B sites, each cell must have its own MAC-ehs entity. Hence, there will be multiple MAC-ehs entities at the UE. This has some impact on the network: 

1. Each cell must have its own MAC-ehs scheduler. Although coordination between the schedulers might be useful, independent scheduling is considered sufficient to provide the system and user throughput gain. Therefore, information exchange between the schedulers is not necessary. More discussion on the scheduler is included in Section 4. 

2. The single RLC PDU stream will be split among the cells and the arrival of RLC PDUs at the UE could become out-of-order. This leads to the need for certain enhancements to RLC and Iub flow control. This contribution discusses such enhancements. Concrete examples will be given to illustrate the issues and the solutions. 

It is important to note in the case of Multi-Point HSDPA being applied to multiple cells within the same Node B, there will only be one MAC-ehs entity at the UE and there is no out-of-order delivery of RLC PDUs. Therefore, the enhancements discussed in this contribution would not be necessary in this case. 
2      Terminologies

For a UE with Multi-Point HSDPA enabled, the original serving cell is called the primary serving cell and the additional serving cell is called the secondary serving cell. For a particular cell, the legacy UEs who have this cell as their serving cell and the Multi-Point HSDPA capable UEs who have this cell as their primary serving cell are called primary UEs; the UEs Multi-Point HSDPA capable UEs who have this cell as their secondary serving cell are called secondary UEs.  

3      Protocol stack for Inter-Node B Multi-Point Transmissions
The protocol stack for a UE served by two cells at two different Node B sites is shown in Figure 1.  
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Figure 1 Protocol stack for Inter-Node B Multi-Point transmissions. 
The single RLC data flow is split into two MAC-ehs data streams at the RNC. Each MAC stream is forwarded to either the primary or secondary serving cell. The RLC PDUs received in each cell are delivered to the UE RLC entity in order. However, out-of-order delivery, or skew, happens between the two cells. The UE RLC entity will merge the two streams into one stream again, utilizing the enhanced algorithms described next. 

4      Scheduling algorithms

The per-TTI transmission is still handled by the MAC-ehs scheduler at each cell. 

As discussed in Section 1, the MAC-ehs scheduler at each cell can be independent without any information exchange. For a UE i, served by cell k, either as the primary or secondary serving cell, its priority is the classic PF metric: Rreq, i,k/( αi,k Rserved,i,k) where Rreq, i,k is the requested data rate based on CQI, Rserved,i,k is the average served rate and αi,k is a scaling factor. In [1] through [4], αi,k=1 for all the UEs and cells. 
To maintain the performance of legacy users in the presence of the new users enjoying Multi-Point Transmissions, it is desirable to prioritize the traffic from the legacy users and the primary users. Such a prioritization could be achieved by adjusting the MAC-ehs scheduling metrics at the Node B, or through iub flow control where the RNC responds to flow control request differently depending on the user type. 
5       Impact on packet delivery from two MAC-ehs entities

Acknowledged Mode for the downlink RLC will be used. 
Figure 2 shows the RLC PDUs are queued at RNC. Based on the flow control request from the Node B, these packets will be forwarded to each Node B queue in batches, as shown in Figure 3. 

With two MAC-streams, the RLC packets will not arrive at the UE in the same order as they have left RNC. This is shown in Figure 4. Assuming Status PDUs generated by the UE arrive at the RNC at time instant t0, t1 and t2. At time t0, the hole of RLC PDU 1 to 3 is due to the skew instead of genuine over-the-air packet error but PDU 1 to 3 will be retransmitted by the RNC.  These retransmissions are not necessary and waste air link resources. 
6          Solutions to the skew problem

6.1        Description of the solution

In general, a solution is needed wherein the RLC sender at the RNC distinguishes holes created by flow control skew to the NodeBs from the genuine over the air losses in order to avoid excessive retransmissions. 
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Figure 2 RLC packets queued at RNC. 
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Figure 3 MAC-ehs queues at the two Node Bs. 
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Figure 4 RLC packets loss and skew.

The distinction can be achieved by the RNC if it keeps track of the sending path of each RLC PDU and knows the successful packet with the latest RLC sequence number received from each cell. To do so, the RNC must remember which packet was sent to which Node B. With this knowledge, the last RLC sequence number (LSN) in each cell can be inferred by the RNC based on the Status PDU. 
The legacy Bitmap, LIST and RLIST SUFIs as specified currently can all be used to report the status of all the outstanding packets. The UE shall send the Status PDU periodically or in response to a Poll. 

When the RLC transmitter at RNC receives the Status PDU containing the sequence number gaps, it first updates the list of sequence number gaps, then associates each RLC sequence number gap with the cell on which the data was sent, based on the stored information. 

Then the RNC infers the LSN on each cell based on the largest sequence number ACKed in each cell among all the packets which are transmitted for the first time. Then RNC compares each gap with the LSN in the cell where the data in the gap was sent. A sequence number gap below the LSN in that cell is a genuine loss and will be retransmitted immediately. Otherwise, the sequence number gap is caused by skew and is subject to the following algorithm. 

If a gap is identified as caused by skew and it is not part of any existing gap, a timer called RetransmissionDelayTimer is started for the gap; if the gap is an old one or part of an old one, it will inherit the RetransmissionDelayTimer value of the old gap. If a gap is not filled in full when RetransmissionDelayTimer expires, the RNC will retransmit the unacknowledged data in the gap. 

The value of RetransmissionDelayTimer must be chosen carefully. The value has to be large in order to keep the amount of spurious retransmissions small. On the other hand, it must be small enough to avoid long interruptions when one of the serving cells experience a long period of deep fading or loading increase. We recommend a value of 300ms for the RetransmissionDelayTimer based on our simulation result. 

In summary, the RLC sender algorithm can be described as the following: 

1. A mapping is maintained between each RLC packet sent for the first time and the cell this RLC packet was sent to 

2. For every Status PDU received, the Steps of 3 to 5 are executed. 

3. The list of sequence number gaps is updated. Some of existing gaps may be filled, reduced or divided into multiple gaps. Some new gaps may be added.  

4. LSN for each cell is inferred based on the Status PDU and mapping in Step 1

5. For each sequence number gap, RLC transmitter shall distinguish whether it is a genuine loss or skew

a. For data never retransmitted, the gap is compare with the LSN of the cell to which it was sent

i. if Seq # of the gap < LSN, the gap is a genuine loss

ii. if Seq # of the gap > LSN, the gap is due to skew

b. For data retransmitted, the gap is considered as a genuine loss

6. RLC retransmission procedure: 

a. For a packet lost genuinely 
i. Immediately retransmit the packet 

b. For a gap due to skew:

i. A timer called RetransmissionDelayTimer is started, if the gap is new; otherwise, find the old gap which contains this gap and set this timer value to be the same as that of the old gap

ii. If the gap is not filled in full when RetransmissionDelayTimer expires, RNC will retransmit the data in the remaining gap
6.2          Solution applied to the example

Table 1 below shows, for the example in Figure 4, how the sequence number gaps are updated, how each gap is associated with the cell where the data were sent, LSN for each cell, how the skew and genuine loss are distinguished and finally, what is the RNC action for each gap. As we see, the algorithm in Section 6.1successfully identifies the genuine loss and avoids unnecessary retransmissions due to skew. 

Table 1  The status of the variables in the enhanced algorithm at different times in Figure 4. 
	Time instant
	Seq # holes
	Cell associate with the hole
	LSN for Cell 1
	LSN for cell 2
	Genuine loss?
	RNC action

	t0
	(1,2,3)
	1
	0
	4
	no
	

	t1
	(2,3)
	1
	1
	4
	no
	

	t2
	(3)
	1
	2
	6
	no
	

	
	(5)
	2
	
	
	yes
	retransmission


7         Iub flow control

7.1      Sketch of a flow control algorithm

As seen above, the two MAC-ehs data streams result in out-of-order delivery of RLC PDUs at the UE. Although the simple enhanced implementation scheme can mitigate the out-of-order impact, unnecessary retransmissions could still happen if the sequence number gap is not fully filled by the expiry of RetransmissionDelayTimer. It is straightforward to see that the size of the skew is closely tied to the iub flow control. Therefore, a short queue at the Node B is desirable. This requires the iub flow control to carefully trade off the skew with the probability of Node B buffer under-run. The flow control should be adaptive to the actual UE throughput. 

A reference flow control algorithm will be presented in this section, which provides satisfactory performance. 
The overall mechanism is sketched in Figure 5. The mechanism sketched in Figure 5 and the flow control algorithm described in the subsequent subsections will be applied for each priority queue and each Node B. 
The Node B periodically grants buffer space to RNC using the HS-DSCH CAPACITY ALLOCATION frame protocol indicating the amount of data to request.  The period for generating CAPACITY ALLOCATION frame can be 10 ms. 
The flexibility allowed by the current iub specification is considered sufficient for the flow control design for Multi-Point HSDPA. 
In general, the flow control must trade-off the following conflicting goals: minimizing Node B buffer under-run and minimizing the number of PDUs held at the Node B to reduce the difficulty in data recovery during handover and reduce the required Node B memory size. In addition, the overhead of flow control signaling must be controlled. With multiple serving cells in different Node B sites, the desire of a small flow control batch size calls for frequent messaging and a short Node B queue. 
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Figure 5 Sketch of the flow control operation. 
7.2
Node B algorithm 

The algorithm maintains an adaptive target queue length (QTarget) at Node B. 
QTarget is proportional to the filtered throughput for the flow. The ratio between QTarget and the filtered throughput can be viewed as the targeted queuing time at Node B. This ratio is controlled in such way that it is a decreasing function of the filtered throughput and its range is within an upper and lower bound. 
The filtered flow throughput is measured only when the flow has a non-empty Node B queue. 

Let’s introduce the following terms for the flow control: 

QNB





    Actual Node B queue length (in Bytes), 

Thrptest
Estimated throughput (in Bytes/sec)

Thrptinstant



   
    Instantaneous throughput (in Bytes/sec)

Tqueuing 
Target queuing time at Node B (in ms). 

Tmax and Tmin

               The range of Tqueuing. By default, Tmax =50 ms and Tmin=10 ms. 

Thrptmax  and Thrptmin
The targeted range of Thrptest in calculating the target queue. By default, Thrptmax=peak rate of the UE in one cell and Thrptmin=100 kBps.
Thrptest,init
Initial value of Thrptest. 
Tc,fc
Time constant for the estimated throughput used by flow control. The default value is 600ms(300 TTI). 
Qtarget, max
A fixed upper bound of the target queue length(QTarget). The default value is 25 kB which is roughly the data transmitted at 21Mbps for 10ms. 

The following is a description of the flow control algorithm. 

1. Throughput estimation

The flow throughput estimation should not be updated when Node B queue is empty. 

An IIR filter is used to update Thrptest per TTI:

Thrptest= (1-1/Tc,fc) Thrptest + (1/ Tc,fc) Thrptinstant  if QNB>0, where 

Thrptinstant=TBS/2ms

if a new TBS is transmitted         
        
           



Thrptinstant=0
                
otherwise. 

Thrptest= Thrptest  (unchanged)





if QNB=0. 

In addition, Thrptest is bounded between Thrptmin  and Thrptmax. 
2. Freezing target queue length when RNC queue is empty

The adaptation of QTarget should be frozen when RNC indicates an empty queue in the CAPACITY REQUEST message.  

3. Target queue length as a function of throughput

QTarget =Thrptest*TQueuing 

where TQueuing is a decreasing function of Thrptest. One example is a linear function: 

 TQueuing= Tmax - ( Thrptest – Thrptmin )*(Tmax -Tmin)/ ( Thrptmax – Thrptmin )

Here TQueuing = Tmin when Thrptest. = Thrptmax , TQueuing = Tmax when Thrptest. = Thrptmin, and is a linear decreasing function of Thrptest.when Thrptest.is in between. This function is shown below in Figure 6.
TQueuing
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Figure 6 TQueuing as a function of Thrptest. 

4. Further bounds on QTarget: QTarget =min (QTarget, Qtarget,max).
5. The Node B requests the following amount of data from RNC in each Capacity Allocation message: max(QTarget- QNB, 0). 
The initial value of Thrptest,init will be used to control the amount of data to request in the beginning of a new data session. 
7.3
RNC algorithm

The RNC handles the prioritization between primary and secondary users. Suppose UE i is served by its primary serving cell k and secondary serving cell k’.  If there are any legacy UEs served by k’, their performance may be degraded due to the service to UE i. This adversely affects the system-wide fairness. Hence, UE i should not be served by its secondary serving cell k’ if there are primary users being served by cell k’. A simple prioritization scheme is that whenever the RNC queue for any primary users in cell k’ is not empty, for UE i, the RNC should ignore any CAPACITY ALLOCATION messages from cell k’ and only respond to such messages from cell k. 

8          Conclusions
In this contribution, we have discussed the issues at the scheduler, RLC and flow control implementation for Inter-Node B Multi-Point HSDPA. The MAC-ehs scheduler at each cell can be independent without coordination or information exchange. The impact of out-of-order RLC reception at the UE can be effectively mitigated by simple enhancements at RNC. The iub flow control should be adaptive to the actual UE throughput to further limit the out-of-order reception.   
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