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1. Background

LTE has set itself ambitious targets for cell edge and average data rates in the uplink and downlink, also in order to address the initial goal of NGMN to improve the spectral efficiency and cell edge data rate from HSPA by factor 3 or 4. Given that HSPA technology has evolved in the meantime, it is important for LTE to show considerable performance improvements. Although relatively complex, CoMP technologies are very promising to address these requirements.
Some results on CoMP performance have already been presented to 3GPP RAN#1, but the simulation assumptions and technical approaches are too different to draw any firm conclusion at the moment. The scope of this paper is to add trial results from research activities outside 3GPP
, which show the principle feasibility of some CoMP schemes and highlight technical challenges.  The field trials were conducted partly in Dresden, especially in the area where 3GPP RAN1 meeting #61bis is taking place. The RAN#1 meeting hotel is situated within the coverage area of a multi-site testbed, which is operated by the Vodafone Chair of Dresden University of Technology, in conjunction with other partners. A demo of uplink COMP with the testbed will be shown at RAN#1 meeting #61bis.  
In this paper, uplink CoMP results are presented as well. So far, most focus in RAN#1 was on downlink CoMP since it has largest impact on standardization. But uplink CoMP could be easier to implement and has the potential to provide larger gain. 

This paper also addresses the impact on backhaul capacity and latency where the X2 interface would be one option to realize the communication between cells. This topic was not yet sufficiently addressed in 3GPP.
2. CoMP in the Uplink

Overview

Theoretical work has shown at an early point in time that uplink CoMP offers the potential of increasing throughput [1], in particular at the cell-edge, which leads to an overall improvement of fairness. Modeling some practical aspects such as a reasonably constrained backhaul infrastructure and imperfect channel knowledge, uplink CoMP promises average cell throughput gains on the order of +80%, and roughly a three-fold cell-edge throughput improvement [2]. 

In general, the following kinds of uplink CoMP are thinkable

· Interference-aware detection. Here, no cooperation between base stations is necessary, but instead, base stations also estimate the links to interfering terminals and take spatially colored interference into account when calculating receive filters (interference rejection combining).

· Joint multi-cell scheduling or multi-cell link adaptation (exploiting the fact that cooperating base stations may predict interference more accurately), requiring the exchange of channel information and/or scheduling decisions over the X2 interface between base stations.

· [image: image3.png]Performance vs. Backhaul in a CoMP Scenario with 2 UEs and 2 eNBs

Performance
4.0

Backhaul Required

0.9 —35
0.8 g
S 3.0+
0.7
0.6 :
505 o-a UE 2 .
0.4 — conv.
0.3 — flex.
0.2 DIS s
0.1
0 t +
0 10 100 10! 102

Gain through flexible| oytage) gain by DIS
BS-UE assignment

DIS very backhaul-

efficient

¢, backhaul [bits / channel use]

Large gains through
DAS, but backhaul-
expensive




[image: image4.emf]Outdoor   Terminals  

Motorola Canopy Microwave Link  

Amateurfunk   Tower  

BARKHAUSENBAU,   TU Dresden  

 

 

 

 

IfN  Tower  

Decentralized or centralized joint detection of terminals. Here, the degree of freedom exists whether decoding of terminals takes place in a decentralized way (often referred to as DIS – distributed interference subtraction), which is backhaul-efficient, but only offers a limited extent of interference cancellation, or centralized (often referred to as DAS – distributed antenna system), which offers additional array and spatial multiplexing gain, but may require large extents of backhaul [3]. In the former case, cooperating base stations could, e.g., exchange decoded bits, soft-bits, or quantized log-likelihood information on bits, whereas the latter schemes would be based on an exchange of appropriately quantized receive signals.
Selected Uplink Results

Recently, joint decentralized or centralized detection of terminals was evaluated in a field trial in Dresden, Germany [4]. Two terminals with 1 transmit antenna each transmitted continuous sequences of modulation and coding schemes, and were received by two base stations with 2 receive antennas each (employing antennas of type Kathrein 80010541). Different from LTE Rel. 8, the terminals used OFDMA in the uplink. The scenario resembled a symmetric cell-edge scenario, but the terminals were moved, such that interference conditions changed continuously. The receive signals were recorded, so that a variety of cooperation schemes could be applied and evaluated offline. The setup is depicted in Figure 1, and the results in Figure 2.

The left result plot shows cumulative distributions of UE rates (in bits/channel use) that could be achieved in theory (solid lines, given the observed channel conditions and based on information theory), and that were actually achieved in practice (dashed lines, evaluating the probability of decoding success if different cooperation techniques were applied).  We can see that there was already a throughput gain if a flexible TTI-wise assignment of terminals to base stations is possible (gap from gray line to any colored line) in both theory and practice. Blue lines indicate the performance for decentralized interference cancellation (DIS), showing a marginal gain for UE 2. Red lines indicate the performance of centralized joint detection (DAS), optionally employing successive interference cancellation (SIC, indicated through solid markers). The right plot shows the average (practically achieved) throughput obtained with the different schemes, and puts this into perspective with the required backhaul (additional to a Rel. 8 system). In the case of centralized joint detection (DAS), each received symbol is quantized in frequency domain at 6 or 12 bits per antenna and I/Q-dimension, respectively. We can see that DIS provides little throughput gain, but at a very low price, while DAS becomes very backhaul-costly. From an LTE Rel. 8 system to DAS-based cooperation, we observe a practical cell-edge throughput gain on the order of 75%.

Further measurements in asymmetrical interference scenarios (one UE in its cell center, the other at the cell edge), let decentralized (DIS) concepts appear significantly more interesting, while still requiring little backhaul. Further measurements are currently taking place, and further results will be reported when available.

Key observations

· Practical measurements confirm that uplink joint detection offers large throughput gains, in particular at the cell-edge

· Decentralized schemes have shown to be low-backhaul alternatives in asymmetric interference scenarios, but these provide less gain

· Comparing theory to practice, the gain from successive interference cancellation (SIC) appears rather weak in practice. This is probably due to sub-optimally implemented receiver strategies pointing this particular implementation, but requires further studies.

Challenges

From the experience of implementing and testing uplink CoMP, the following key challenges have become apparent:

· Clustering. Suitable clusters of cooperating base stations have to be found, which can be done in a static way [5], or dynamically [6].

· Synchronization [7] [8]. In OFDM based cooperating base station systems the problem arises that due to unavoidable time differences of arrival (TDOA) between the transmitter and receiver stations in addition to the multi-user interference, inter-carrier as well as inter-symbol interference is induced in frequency domain. In small sized cells the TDOAs will not exceed the interference free range within the cyclic prefix (CP) which is used to avoid the inter-symbol interference caused by the multi-path channel. For hexagonal cells it can be derived that the  distance that is covered by the cyclic prefix needs to be at least (3 times the cell radius. In an LTE system with a CP length of  4.6us the cell radius should not be larger than 820m. By using the long CP with a length of  16.7us cell radii up to 2.88km can be supported. If for example a maximum excess delay of the channel of 2us is assumed the values reduce to 465m and 2.54km respectively. In large cells dependent on the pathloss the decoupling of channel matrix entries increases with larger cell radii such that at TDOA values greater than the CP limit the ISI and ICI power occurred by signals from other users don’t exceed the noise power level. Since in 800MHz systems the pathloss is lower than for example in 2.6GHz systems the ISI and ICI become a problem at cell radii above a lower bound at which the TDOAs exceed the interference free range within the CP and below an upper bound where the pathloss has decoupled the channel matrix. This aspect has to be considered in the system design and may be compensated with smart power control and timing advance techniques as well as advanced ISI and ICI cancellation methods or CP extensions. Asynchronisms in terms of carrier frequency offsets (CFO) between the transmitters lead to ICI at the receiver. This effect also has to be considered in the receiver design. Usage of longer CP was considered before in the context of LTE-Advanced. 

· Channel estimation. The usage of large CoMP clusters in the uplink will require a larger number of orthogonal UL pilot sequences, such that at some cooperation size the CoMP gains are compensated by additional pilot effort.

· Complexity. The above mentioned field trials have been performed using OFDMA in the uplink, as this enables a sub-carrier and symbol-wise MIMO equalization. If SC-FDMA was used, ISI-equalization would have to be performed in conjunction with MIMO equalization, which could become computationally infeasible even for small cooperation sizes. CoMP hence suggests the usage of OFDMA in the uplink.  

· Backhaul.  As mentioned before, backhaul can be a severe issue if centralized decoding is applied [9]. Here, adaptive decentralized/centralized cooperation [3] appears an interesting option. Further, source coding schemes appear interesting for the signal transmitted over the backhaul, but require further evaluation in practice.

3. CoMP in the Downlink

Overview

CoMP in the downlink is also known to potentially improve average throughput and, more importantly, cell-edge throughput [10]. We can distinguish between the following categories of downlink CoMP:

· Interference-aware transmission. If base stations obtain channel information on interfering links (for example if terminals in neighboring cells report “worst possible” precoders), then downlink precoding vectors can be used  that are sub-optimal in terms of the transmission to the assigned terminal, but which lead to significantly reduced interference. This requires a reasonable exchange of precoding indices between base stations.

· Decentralized joint transmission. Here, multiple base stations jointly transmit to multiple terminals, but possibly have different extents of channel information towards the terminals and different extents of knowledge on the data to be transmitted to the terminals. This requires an additional exchange of channel information and/or terminal data between base stations.

· Centralized joint transmission is the same as before, except that either a) one central entity has compound channel knowledge and performs centralized precoding, or b) all base stations have the same knowledge on the compound channel and on the terminal data (hence leading to the same performance).

Proof of concept
Centralized downlink joint transmission has recently been implemented in the same testbed in Dresden. A particular transmission setup is depicted in Figure 3, where three base stations with two transmit antennas each jointly transmit to three terminals with two receive antennas each. The setup hence allows a joint CoMP transmission of at most 6 spatial streams, where each terminal is able to spatially separate its two desired streams via linear equalization. Massive CSI feedback takes place from the terminals to all base stations, as the main focus on the test setup is the downlink precoding performance, rather than the minimization of CSI feedback. Figure Figure 4 shows that in a cell-edge scenario, a total of 6 streams can indeed be transmitted over the same resource in time and frequency, despite the strong inter-cell interference. A throughput improvement in this particular scenario of 100%-200% appears possible. The observations made are also supported in [11]. Further work on DL CoMP is in progress and will be reported when available.
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Figure 4
Key Observations / Challenges

· DL CoMP is possible in practice.

· DL CoMP requires CSI feedback overhead (in FDD systems), where the performance / overhead trade-off still needs further research and practical assessment.

· DL CoMP requires a very low CSI feedback delay, and is very sensitive to moving terminals or the environment around terminals. It hence appears beneficial only for fairly static users.

· DL CoMP requires a synchronization of base stations in time and frequency, since the effects are very similar to those of the uplink. But due to the feedback delay which is the time between the CSI measurement and the signal transmission based on an updated precoding matrix, the effective transmission channel may have changed due to the CFO effect between cooperating base stations even in the case that high quality LOs are used. The intended spatial orthogonalization amongst the transmitted data stream then cannot be preserved, because the continuously drifting observed phases of the channel transfer functions result in a time-variant behavior. The effect may be compensated by channel prediction techniques.

4. Demo Setup

During the RAN#1 meeting #61bis in Dresden, a live uplink CoMP demo will be shown in the area between the ICC and the Maritim hotel. Here, two single-antenna terminals are jointly detected by two base stations in downtown Dresden that are in about 1km distance. It is shown that rates can be significantly increased if joint detection is used rather than conventional detection, where each base stations decodes its own terminal, treating interference as noise. Further information on the demo will be provided during the meeting. Downlink COMP will also be demonstrated, but offline.
5. Impacts on Backhaul   
For connectivity between sites, the logical X2 interface could be used. This could either be a direct physical link, or a multi-hop link, depending on the backhaul architecture of a particular network.  The delay depends on the topology of the network, network node processing delay and line delay (usually speed of light).

The following technologies can be considered, as example for backhaul today
•
Gigabit Ethernet with data rates of 1-10 Gbit/s and delays of 0.1-20μs

•
Gigabit passive optical network (GPON) with 1-10 Gbit/s and more, delays of 100-500 μs

•
VDSL with data rates of   50-200 Mbit/s and latencies of ~10 ms

•
Microwave with data rates up to 800 Mbit/s and delays of 150 μs

•
Millimeter wave microwave with data rates of 1-10 Gbit and latencies of 50-150μs

COMP schemes should be designed that they can utilize state-of-the art backhaul technologies with the backhaul bandwidth and latency, also considering multi-hop backhaul topologies and site operation with multiple cells and carriers.
The backhaul latency requirements depend on the integration in the HARQ process. It also depends on how much outdated CSI information exchanged between cells impacts the performance of COMP schemes. These two effects need to be studied in more detail, i.e. to understand the impact of backhaul latency on COMP feasibility & performance. This will help to come up with realistic requirements on backhaul latency.  There may also be different COMP solutions with different backhaul latency requirements. 
6. Conclusions/Observations
It can be concluded that COMP is promising for both uplink and downlink, but a range of challenges have still to be addressed. The field trial has shown that COMP principles can be implemented in practice.
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Figure � SEQ Figure \* ARABIC �1� Trial setup with backhaul via 5.8 GHz microwave link



































Figure � SEQ Figure \* ARABIC �2�: Uplink COMP trial results: Performance and necessary backhaul












































� For example EASY-C project in Germany (� HYPERLINK "http://www.easy-c.com" ��www.easy-c.com�), where much more results can be found, ARTIST4G project in EU (� HYPERLINK "https://ict-artist4g.eu/" ��https://ict-artist4g.eu/�)
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