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1 Introduction

The main outstanding issue on the non-contiguous UL RA is the selection between the following two alternatives [1]:
a) 2 clusters (with UL DCI format aligned with DCI format 0)

b) Unlimited clusters (with UL DCI format aligned with configured DL DCI formats)

The choice for the above issue should be based on the usual metrics of:
a) UL throughput performance

b) PDCCH overhead

c) Specification complexity

d) Operational Flexibility and Implementation/Testing Aspects
This contribution provides a detailed comparison of the two alternatives with respect to the above metrics.

2 Evaluation of Metrics

2.1 Performance
While different evaluations yielded different absolute gains from non-contiguous PUSCH transmission in the range of 2% - 13% [2], the relevant metric for the main outstanding design issue is the performance comparison between 2 clusters and unlimited number clusters. This has been extensively evaluated in many past contributions and although the simulation assumptions were not identical, the following key aspects were considered in [3-7]:

a) RBG-based clusters with fixed granularity
b) Realistic SINR estimation based on SRS availability 

c) MPR 
TPC errors were incorporated in some evaluations. Channel Estimation (CE) errors were mostly not considered leading to optimistic results for the case of unlimited clusters (due to worse CE at the edges of each cluster). The worse CE as the number of clusters increases may have a major impact on the UCI performance which has not been considered.
Table 1A and Table 1B summarize the average and cell-edge throughout gains from clustered PUSCH at 10 MHz, 10 UEs/cell, 1x2 SIMO, and Case 1. The relative gains of unlimited clusters over 2 clusters represent the maximum theoretically possible ones for reasons that are subsequently discussed.

Table 1A: Gain in Average Cell Throughput over SC-FDMA – 10 MHz, 10 UEs/cell, Case 1.
	
	2 Clusters
	Unlimited Clusters
	Gain of Unlimited Clusters over 2 Clusters

	[3]  
	6.6%
	6.8%
	0.2%

	[4]
	11%
	13%
	2.0%

	[5]
	10.2%
	11.1%
	0.9%

	[6]
	8.9%
	10.7%
	1.8%

	[7]
	7.3%
	7.9%
	0.6%

	[8]
	8.2%
	11.4%
	3.2%

	Average
	8.55%
	10.15%
	1.6%


Table 1B: Gain in Cell-Edge Throughput over SC-FDMA – 10 MHz, 10 UEs/cell, Case 1.
	
	2 Clusters
	Unlimited Clusters
	Gain of Unlimited Clusters over 2 Clusters

	[3]  
	0%
	0%
	0%

	[4]
	2.0%
	1.0%
	-1.0%

	[6]
	2.3%
	2.4%
	0.1%

	[7]
	0%
	0%
	0%

	[8]
	9.8%
	5.5%
	-4.3%

	Average
	2.83%
	1.78%
	-1.05%


Very few contributions considered the case of 20 MHz and only in [4] the evaluation was performed while including all referenced impairments; the results are summarized in Table 1C and Table 1D.  

Table 1C: Gain in Average Cell Throughput over SC-FDMA – 20 MHz, 20 UEs/cell, Case 1.
	
	2 Clusters
	Unlimited Clusters
	Gain of Unlimited Clusters over 2 Clusters

	[4]
	10.0%
	12.0%
	2.0%


Table 1D: Gain in Cell-Edge Throughput over SC-FDMA – 20 MHz, 20 UEs/cell, Case 1.
	
	2 Clusters
	Unlimited Clusters
	Gain of Unlimited Clusters over 2 Clusters

	[4]
	1.0%
	1.0%
	0.0%


Conclusion: The maximum gains of unlimited clusters over 2 clusters are less than 2% in cell-average throughput while no gains or a loss exists for cell-edge throughput. 

The <2% gains in cell-average throughput of unlimited clusters over 2 clusters represent a maximum because of:

a) Ideal CE: As the number of clusters increases beyond 2, CE losses are magnified due to the additional number of BW edges (2 for 3 clusters, 4 for 4 clusters, etc). The degradation in CE accuracy depends on the cluster size and the number of clusters. For a large number of clusters, more than half of the effective RS power is lost. About 0.3-0.4 dB loss was observed in [3] from having 2 clusters relative to SC-FDMA.
b) Impact of TPC Errors: Although in several evaluations the TPC errors were modeled and applied, the same error was assumed regardless of the number of clusters. This will not be the case in practice as the larger the number or clusters or the smaller the cluster size, the larger the TPC error.
c) Frequency Selective Channel: The highly frequency selective SCM or ETU6 channel was assumed in all evaluations. This maximizes the gains from increasing the number of clusters. Much less frequency selective channels will be observed in most environments of LTE-A deployments (e.g. pico-cells, indoor, etc.) 

d) Number of Rx Antennas: 4 eNodeB Tx/Rx antennas were assumed for meeting the ITU targets. The gains from increasing the number of clusters diminish as the number of Rx antennas increases [x].

e) SU-MIMO: Regardless of whether or not non-contiguous RA is supported for SU-MIMO, the relative performance with a number of clusters larger than 2 will deteriorate.
f) MU-MIMO: There is little/no possibility for applying MU-MIMO with a number of clusters larger than 2.

g) Existence of Rel-8/9 and SPS UEs: As the BW over which scheduling with non-contiguous RA is reduced, the gains from increasing the number of clusters are also reduced. 
It should be noted that while all previous reasons reduce the gains from having unlimited clusters, the first two ones may actually reverse any gains to losses. Additional non-idealities such as uncertainty about the UE power headroom, differences between estimated SINR and instantaneous SINR due to varying CM/MPR depending on the number of clusters, etc. will further reverse any gains from increasing the number of clusters.

Conclusion: Two clusters practically provide all performance gains from non-contiguous RA and are most robust to realistic operational conditions.
2.2 PDCCH Overhead
The DCI format size for 2 clusters is matched to the size of DCI format 0. Potential RA methods are described in [8] using the Rel-8 RBG principle. The ability for 1 RB RA remains available with contiguous RA and not supporting it for non-contiguous RA has no impact on UL throughput or BW utilization while substantial degradation in channel estimation accuracy and IMD issues are avoided (non-contiguous RB-based transmission has already been precluded for HARQ-ACK in the PUCCH which typically has much smaller transmission power than the one for the PUSCH). 
The DCI format size for unlimited clusters is matched to that of the DCI format for the configured DL Transmission Mode (TM) - an additional bit needs to be introduced in both DCI format to serve as a UL/DL DCI format indicator flag.  
Table 2A and Table 2B provide the DCI format sizes at 10 MHz and 20 MHz, respectively (CIF is not assumed for simplicity since its presence does not affect the conclusions). The additional overhead of the DCI format supporting an “unlimited” number of clusters, whenever possible, over DCI format 0 and the required padding for that DCI format in order to match its size to that of the DCI format for the configured DL TM are also provided (note that PUSCH frequency hopping is not supported for non-contiguous RA).
Table 2A: Comparison of DCI Formats for 2 Clusters and Unlimited Clusters – 10 MHz DL/UL BW.
	DCI Format 
for DL TM
	DCI Format 0
	DCI Format for Unlimited Clusters
	Increase over 

DCI Format 0 (%)
	Padded Bits in DCI Format 

for “Unlimited” Clusters

	1
	43
	49*
	14%
	2

	1B**
	43
	45/47
	5%/9%
	4/6

	1D**
	43
	45/47
	5%/9%
	4/6

	2
	43
	61*/63 (2Tx/4Tx)
	42%/47%
	14/16

	2A
	43
	57/59 (2Tx/4Tx)
	33%/37%
	10/12

	2B
	43
	57
	33%
	10


Table 2B: Comparison of DCI Formats for 2 Clusters and Unlimited Clusters – 20 MHz DL/UL BW.
	DCI Format 
for DL TM
	DCI Format 0
	DCI Format for Unlimited Clusters
	Increase over 

DCI Format 0 (%)
	Padded Bits in DCI Format 

for “Unlimited” Clusters

	1
	44
	57*
	30%
	2

	1B**
	44
	47/49
	7%/11%
	4/6

	1D**
	44
	47/49
	7%/11%
	4/6

	2
	44
	68/71 (2Tx/4Tx)
	55%/61%
	13/16

	2A
	44
	65/67
	48%/52%
	10/12

	2B
	44
	65
	48%
	10


DCI format sizes marked with * indicate an additional padding bit to avoid ambiguous sizes (after the 1-bit DL/UL differentiation flag is inserted). For DCI formats 1B and 1D, it is not immediately clear how an “unlimited” number of clusters can be supported and, although no proposals exist, it is highly likely that the number of clusters has to be 2. Therefore, an “unlimited” number of clusters cannot be supported with DL TM5 or DL TM6. For the remaining DL TMs, an “unlimited” number of clusters can be supported at the expense of substantial overhead compared to DCI format 0 (as much as 61%!) and with the introduction of a large number of padding bits (as many as 16!). 
For system configurations with larger DL BW than UL BW, the overhead and the padding bits will further substantially increase. Table 2C provides the DCI format sizes for 20 MHz DL BW and 10 MHz UL BW. The additional overhead, over DCI format 0, from matching the DCI format size for “unlimited” clusters to the DCI format size associated with the DL TM (except DL TM5 and DL TM6) is as large as 65% and the required padding bits are as many as 24!
 Table 2C: Comparison of DCI Formats for 2 Clusters and Unlimited Clusters – 20/10 MHz DL/UL BW.
	DCI Format 
for DL TM
	DCI Format 0
	DCI Format for Unlimited Clusters
	Increase over 

DCI Format 0 (%)
	Padded Bits in DCI Format 

for “Unlimited” Clusters

	1
	43
	57*
	33%
	10

	1B**
	43
	47/49
	9%/14%
	6/8

	1D**
	43
	47/49
	9%/14%
	6/8

	2
	43
	68/71 (2Tx/4Tx)
	58%/65%
	21/24

	2A
	43
	65/67
	48%/52%
	18/20

	2B
	43
	65
	48%
	18


Figure 1 presents the BLER of DCI format 0 at 20 MHz (44 bits) and the BLER of DCI format 2A (65 bits – 2 Tx) with real channel estimation for the ETU channel, SFBC, and 3 Kmph UE speed. 
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Figure 1: BLER for DCI Format 0 and DCI Format 2A.
Depending on the CCE aggregation level, the additional SINR required to support DCI format 2A (or DCI format 2B) over DCI format 0 for 1% BLER ranges between 1.7 dB for 8-CCE aggregation level to 2.1 dB for 2-CCE aggregation level. Note that DCI format 2A cannot be supported in practice with 1-CCE aggregation level as the code rate would be almost 1. Similar results would occur for DCI format 1 or DCI format 2. 
A difference of about 1.75 dB (lower range of the above values) translates to 50% additional PDCCH overhead. Since this only applies to the UL (although 1 additional bit is also required in all DCI formats for the DL TMs), the total PDCCH overhead increases by 25%. This is highly undesirable regardless of whether the PDCCH capacity of 3 OFDM symbols is reached. In case the PDCCH duration is less than 3 symbols (or 2 symbols for MBSFN sub-frames), increasing the PDCCH overhead by 25% is likely to require an additional OFDM symbol for PDCCH transmission, thereby reducing DL throughput by 7.1%. For the more likely scenario where the PDCCH capacity is easily reached for operation in a fully loaded system, requiring additional 25% overhead simply leads to scheduling restrictions thereby reducing throughput in both the DL and the UL and negating any potential gains from non-contiguous RA in the UL. 
Table 3 presents the conclusions about the required PDCCH support for the two alternatives on non-contiguous UL RA. 
Table 3: Attributes of the DCI formats required to support the two alternatives for non-contiguous UL RA.

	DCI Format for

Non-Contiguous UL RA
	PDCCH Overhead Impact

on DL/UL Throughput
	Padding Bits

	Matched to DCI Format 0
	None
	None

	Matched to DCI Format for DL TM
	Either reductions in DL throughput by ~7.1% or scheduling restrictions which reduce DL throughput and/or negate most of UL throughput gains from non-contiguous RA
	Up to 25% of DCI format size


2.3 Specification and Implementation Complexity
If the DCI format size to support UL non-contiguous RA is matched to the size of DCI format for the DL TM, multiple RA types will need to be supported as in addition to RA type 0/1 for DCI formats 1/2/2A/2B, a new RA type will need to be supported for DCI formats 1B/1D. If the DCI format size to support UL non-contiguous RA is matched to the size of DCI format 0, only one RA type is required.
If the DCI format size for supporting non-contiguous RA is matched to the DCI format size for the DL TM, the number of DCI formats in Rel-10 will be more than twice the number of DCI formats of Rel-9 as, in addition to the DCI formats for Rel-9 and not accounting for a potential DCI format for UL SU-MIMO in Rel-10, new DCI formats corresponding to DCI formats 1/1B/1D/2/2A/2B will need to be defined, both for the DL and the UL. If the DCI format size to support non-contiguous RA is matched to the size of DCI format 0, only one new DCI format needs to be introduced in Rel-10. 

Moreover, although RA types 0/1 are already defined, the transmitter processing is at the Node B and the receiver processing is at the UE. There is no benefit from re-using RA types 0/1 for non-contiguous UL RA in terms of implementation and testing as new transmitter processing will be required at the UE and new receiver processing will be required at the Node B.
Table 4 presents the conclusions for the required specification complexity of the two alternatives to support non-contiguous UL RA.

Table 4: Attributes of the specification complexity for the two alternatives for non-contiguous UL RA.

	DCI Format for

Non-Contiguous UL RA
	Required RA Types
	Total Number of DCI Formats

	Matched to DCI Format 0
	One
	Rel-9 + 1

	Matched to DCI Format for DL TM
	Multiple

(type 0/1 and a new type for DCI formats 1B/1D)
	> 2 x Rel-9


It should be noted that specification complexity aspects for supporting non-contiguous RA with UL SU-MIMO are not included in Table 4. Obviously, in case the DCI format for non-contiguous RA is matched to the DCI format size for the DL TM, this would result to substantial additional complexity as not only more new DCI formats and new padding combinations would need to be defined but also the DCI formats for some DL TMs may need to be padded in case they are smaller in size than the DCI format for non-contiguous RA with UL SU-MIMO. Such complexity effectively negates any possibility for supporting non-contiguous RA with UL SU-MIMO (note that UEs most benefiting from non-contiguous RA are the ones which are likely to be in SU-MIMO mode – for UL SU-MIMO capable UEs). On the other hand, in case the same DCI format size is used both for contiguous and non-contiguous RA (DCI format 0 in case of SIMO), it is a trivial matter to apply the same design for UL SU-MIMO.

Moreover, as non-contiguous UL RA is not needed for meeting any requirements for LTE-A and as all performance gains can be achieved using 2 clusters (and a DCI format with size matched to that of DCI format 0) substantial specification, implementation, and testing efforts for non-contiguous RA can be avoided.
2.4 Operational Flexibility and Implementation/Testing Aspects
Matching the size of the DCI format for non-contiguous UL RA to the size of DCI format 0 provides the following additional benefits in terms of operational flexibility:
a) The fall-back mode from UL SU-MIMO can support both contiguous and non-contiguous RA. Contiguous RA can be beneficial for non power limited UEs. Non-contiguous RA can be beneficial to improve BW utilization and improve frequency diversity compared to the one possible for contiguous PUSCH transmissions with Type-1 and Type-2 PUSCH FH.
a. Note that supporting more than 2 clusters provides negligible additional diversity and, due to worse channel estimation, it actually leads to worse performance – not supporting FH with non-contiguous RA was due to the same reasons.

b) Scheduling with non-contiguous RA can be either from the UE-common search space or the UE-specific search space.

c) With non-contiguous RA over 2 clusters, it may be possible to maintain SC for a UE with 2 PAs (a separate PA transmits each cluster – MPR issues are completely avoided and throughput is further improved [9]).
Finally, Table 5 provides the BW utilization of 2 clusters or “unlimited” clusters relative to using SC-FDMA. Although BW utilization is ultimately a scheduler implementation issue, practically full BW utilization is reasonably achieved. 

Table 5: BW Utilization vs Number of Clusters – Case 1, 10 MHz, 10 UEs.
	
	1 Cluster 
(SC-FDMA)
	2 Clusters
	“Unlimited” Clusters
	Gain from    
2 Clusters
	Gain from    
“Unlimited” Clusters

	[3]
	98.1%
	99.2%
	99.2%
	1.1%
	1.1%

	[10]
	97.0%
	99.3%
	99.1%
	2.3%
	2.1%

	[11]
	98.2%
	99.7%
	99.9%
	1.5%
	1.7%


3 Conclusions

This contribution considered the selection between 2 clusters (with UL DCI format aligned with DCI format 0) and “unlimited” clusters (with UL DCI format aligned with configured DL DCI formats) to support non-contiguous UL RA considering the metrics of UL throughput performance, PDCCH overhead, specification complexity, operational flexibility and testing/implementation aspects. 

While there is no practical difference between the 2 alternatives with respect to performance, the alternative of 2 clusters (with UL DCI format aligned with DCI format 0) offers more robust operation and is far superior to the alternative of “unlimited” clusters (with UL DCI format aligned with configured DL DCI formats) in terms of PDCCH overhead, specification complexity, operational flexibility and testing/implementation aspects.
Proposal: Support of non-contiguous RA is with 2 clusters and DCI format aligned with DCI format 0.
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