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1 Introduction

In the RAN1 #60bis meeting, a proposed WF on PUSCH RA (Resource Allocation), which proposed the support of non-contiguous RA, was submitted [1]. Many companies co-sourced it, and whether non-contiguous RA is supported or not was discussed on the RAN1 E-mail reflector.

On the other hand, RAN4 has stated in their LS [2] that clustered PUSCH transmission could generate additional inter-modulation products in the UE transmitter chain and “the required maximum power back-off is in the range 4-6 dB when 2 RBs are allocated at two ends of the transmission bandwidth”. In addition to the maximum power back-off issue, it was pointed out that the channel dependent scheduling gain of non-contiguous RA could be degraded by TPC error, and a couple of contributions have shown the system level performance considering TPC error [3], [4].

In this contribution, we provide simulation results considering (1) the maximum power back-off, and (2) TPC error. Our simulation results show that the non-contiguous RA can realize significant gain even when these two degradation factors are taken into account. Therefore, we propose that LTE-A specifications support for non-contiguous RA scheme should be provided.

2 System level performance

The results of two simulations are presented below – the first simulation, with maximum power back-off but no TPC error; and the second simulation, the effect of TPC error is included. Simulation assumption is shown in Table 4.
2.1 Impact of maximum power back-off
In this section, we present the system level performance with maximum power back-off. In this first simulation, TPC error is not included. In this simulation, the values of the maximum power back-off are set to CM based, 6 dB, and 10 dB. 

Table 1 shows the results of the evaluation in terms of the system throughput (average cell throughput and 5%-ile throughput) for the cases where the maximum numbers of clusters are set to 1 (SC-FDMA), 2, 3 and 4, respectively. These results demonstrate that an average cell throughput improvement of around 10% can be obtained when the non-contiguous RA is supported, even when the much larger back-off values of 6 or 10 dB are considered. This is because the throughput gain is mainly derived by non-power limited UEs, and the performance improvement is robust under varying back-off values.

These results also demonstrate that the number of clusters equal to 3 or 4 results in higher gain than for the 2 clusters case 
Table 1: Throughput performance as function of number of clusters – Power Backoff
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2.2 Impact of TPC error

In this section, we present the system level performance considering the effect of TPC error. TPC error issue means that whether “channel dependent scheduling” is effective or not. In this simulation, the maximum power back-off is set to CM based, and the TPC error model is a uniform distribution with a range of [−2, 2] dB and [−4, 4] dB [3], [4].

Table 2 shows the cell average and 5%-ile throughput. As shown in this table, non-contiguous RA can achieve 7−10 % gain even in the presence of these TPC errors. Therefore, we conclude that significant frequency selection diversity gain can be realized even when the effect of TPC error is considered.

Table 2: Throughput performance as a function of number of clusters – TPC Error
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2.3 Impact of maximum power back-off and TPC error

Table 3 shows the throughput performance as cell average and 5%-ile throughput for both factors - TPC error and a maximum power back-off of 6 dB

As shown in this table, non-contiguous RA can achieve around 8 % gain even in the presence of 6 dB Power back-off combined with TPC error of 4 dB. Therefore, we conclude that significant frequency selection diversity gain can be realized even when the effect of large Power backoff and TPC error is considered.

Table 3: Throughput performance as a function of number of clusters – Power backoff and TPC Error (Power back-off: 6 dB)
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2.4 Summary of the Simulation results

· Non-contiguous RA can realize significant gain with Power back-off values of 6 dB or 10 dB

· Frequency selection diversity gain can be realized even when TPC error is considered.

We recommend that RAN1 should support non-contiguous RA, because such an easy operation as “spectrum segmentation” provides a significant performance gain, which is really difficult to attain by other parameter optimizations by the network.

3 Conclusions

In this contribution, we have demonstrated the system level performance benefits of non-contiguous RA with the maximum power back-off considering spurious emissions, and with TPC error, in order to confirm the advantage of channel dependent scheduling using non-contiguous RA. 

It was confirmed that non-contiguous RA can achieve considerable average cell throughput of 8 – 10 % even under these conditions. 

Therefore, we propose that RAN1 agree:

· Non-contiguous resource allocation should be supported for Rel-10
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Annex

3.1 Simulation Assumptions
Table 4 Simulation Assumptions

	Parameter
	Explanation/Assumption

	Bandwidth
	10 MHz

	Carrier frequency
	2.0 GHz

	Inter-site distance
	500 m (3GPP Case 1)

	Number of UEs per sector
	10 UEs

	Maximum total UE Tx power
	23 dBm

	Power backoff for non-contiguous RA
	CM based, 6 dB and 10 dB

	Channel model
	SCM urban macro

	Antennas configuration
	Tx: 1
Rx: 2 (co-polarized linear array, antenna spacing 4)

	UE velocity
	3 km/h

	Receiver type
	Frequency domain equalization with linear MMSE w/o IRC

	Link adaptation
	Target BLER = 10−1

	Sampling frequency
	32.55 ns

	FFT size
	2048

	Number of occupied subcarriers
	600 (50 RBs, 10 MHz)

	Channel estimation
	Ideal for demodulation

Realistic for sounding:

 Adaptive bandwidth transmission with frequency hopping *1:

   [48, 24, 12, 4] RBs (10 MHz), Bhop = 0

SRS transmission interval = 5 ms

	Maximum number of scheduled UEs
	10 UEs

	Cyclic prefix type
	Normal CP

	HARQ scheme
	Chase combining (Synchronous non-adaptive)

	Maximum retransmission number
	6

	Turbo decoding
	Max log-MAP
Maximum iteration = 8

	Feedback (HARQ) delay
	8 ms

	Scheduling
	Proportional fairness in time and frequency domain

	Overhead
	PUCCH:
2 RBs
DMRS:
2 symbols per subframe,
SRS:
1 symbol per 5 subframes

	Transmission power control
	Fractional TPC (P0 = −85 dBm, α = 0.8)

SRS target power offset: PSRS – PPUSCH = − 3 dB

	TPC error model
	Uniform distribution with [−2, 2] dB and [−4, 4] dB

TPC error is randomly chosen in a subframe and uncorrelated between UEs, and between subframes.


*1 

SRS error is modeled by Gaussian distribution in the decibel domain with its standard deviation similar to [5], and the estimated SINR is calculated by adding that error to ideal SINR.
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