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1 Introduction

For the same-CC scheduling, search space design on one CC could keep the same as in Rel-8, but for the cross-CC scheduling, DCIs corresponding to multiple PDSCH/PUSCH CCs can be transmitted on one CC which could impact the search space structure. In RAN1#60b meeting, the following conclusions on search space design were achieved based on two Way Forwards [1, 2]: 
In case of cross-carrier scheduling

· Total search space size is extended beyond Rel-8 size
· For a given UE, search spaces located on a PDCCH CC are individually defined per aggregation level for each PDSCH/PUSCH CC linked to the PDCCH CC 
· The search spaces on the PDCCH CC could be overlapped, consecutive or separate 
· “Overlapped” includes cases where the search spaces can sometimes fully overlap due to the randomization of PDCCH
· FFS whether a UE’s search spaces can be shared in case of same DCI size 
· Other details of how to define the search spaces are FFS

In this paper, we will provide further analysis on each item FFS and give our proposals. 
2 Search space design
2.1 Whether a UE’s search spaces can be shared in case of same DCI size
It is proposed that UE’s search spaces can be shared in case of same DCI size with the following considered:

1) Blind decoding

Since the search spaces can be shared only for the DCIs with the same payload size, it does not increase the number of BDs (Blind Decodings).

2) PDCCH blocking probability and scheduling flexibility

· From the view of scheduling, sharing search space means expanding a DCI’s search space. As shown in appendix C, sharing search space can reduce the PDCCH blocking probability and increase the PDCCH scheduling flexibility, which is beneficial especially in a heavy loaded cell.

· The benefit is more valuable when Hetnet scenario is considered, where a set of CCs may carry most PDCCHs of the system because the other CCs may be interfered too much. A typical case may be that all the PDCCHs are transmitted on the same carrier, while the system contains two carriers.
3) CRC false alarm probability

It does not increase the false alarm probability because the same BD number is kept.
4) Complexity

· UE needs to figure out the available search spaces for each DCI by comparing the DCI payload sizes. 
· UE needs to search one targeted DCI in more than one search spaces. However, it does not need to be taken as additional complexity, considering it has been applied in Rel-8 that UE searches DCI format 1A/0 in both common search space and UE-specific search space.
5) The applicable scenarios

The benefits of sharing search space can be achieved in case of same DCI size, while the DCI payload size is dependent on transmission bandwidth and transmission mode. 
· According to LTE-A deployment scenarios which was proposed as working assumption in RAN4 [3], the BW of each available CC is the same in most of the scenarios. So carrier aggregation with same bandwidth can be considered as typical.
· Although it was agreed that the transmission mode is not constrained to be the same on all CCs scheduled for a UE, it is very possible to configure the same transmission mode in the intra-band contiguous CA scenarios. In addition, even if with the different transmission modes, the payload size of DCI format 0/1A for different CCs is the same when the BW of each available CC is the same.
Therefore, the search space sharing can be used widely.
2.2 How to define the individual search spaces
Many schemes to define the individual search spaces have been proposed in the last meetings [4-7]. In this section, three different schemes are analyzed and evaluated.

2.2.1 Definition
1) Scheme 1: Starting CCE index for each search space is independently derived using hashing function based on CIF [4, 5]
As shown in figure 1, 3-bit CIF can be used to determine individual search spaces for PDCCHs corresponding to different CCs, i.e. a function 
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. With this scheme, the search spaces can sometimes overlap due to the randomization of hash function or/and modulo operation.
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Figure 1 Search space at aggregation level 1 (Using hash function)
2) Scheme 2: Concatenation [6]
As shown in figure 2, search spaces for the different CCs are allocated contiguously. When the total CCEs in DL control region are large enough (e.g. more than 32 CCEs in case of two CCs aggregated), the search spaces of the same UE can be non-overlapped.
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Figure 2 Search space at aggregation level 1 (Concatenation)
3) Scheme 3: Interleaving [7]
As shown in figure 3, search spaces for the different CCs are allocated in an interleaving way. Similarly, when the total CCEs in DL control region are large enough, the search spaces of the same UE can be non-overlapped.
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Figure 3 Search space at aggregation level 1 (Interleaving)
2.2.2 Comparison:

1) Blocking probability

· The total CCE resource in DL control region is large enough.
As shown in appendix D, scheme 3 provides the lowest blocking probability, while scheme 1 has the highest, which may be due to the reason that scheme 2 and scheme 3 separate the search spaces of different CCs completely, and scheme 3 potentially reduces the fragmentation of the CCE resource space [7].
· The total CCE resource in DL control region is not large enough.
When the total CCE resource is not large enough, Scheme 2 and scheme 3 may perform even worse than scheme 1 if the CI value used for search space location determination is based on RRC signalling. Here the RRC signalling may include both CI to CC mapping [8] and the linkage configuration from PDCCH CC to PDSCH CC.
For scheme 2 and scheme 3, the inter-SS or intra-SS overlapping could happen for the search spaces of activated CCs while other search spaces of deactivated CCs are not released. Note that MAC signalling is used for the explicit activation/deactivation of DL component carriers [9].  In such kind of cases, the blocking probability of scheme 2 and scheme 3 is higher than scheme 1. Two examples are shown in Figure 4 and Figure 5, and the simulation result is shown in figure 15.
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Figure 4 Example 1: SS of deactivated CC2 is not released, while SSs of CC1 and CC3 are completely overlapped (Concatenation)
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Figure 5 Example 2: SS of deactivated CC2 is not released, while SSs of CC1 and CC3 are shrunk (Interleaving)
2) Reliability
Scheme 1 is most reliable and scheme 3 is least reliable during the period of RRC reconfiguration and/or CC activation/deactivation.
If the CI value used for search space determination is only based on RRC signalling, 
· The impact of RRC reconfiguration on scheme 1 is the least, where the CCs with unchanged CI value can be kept reliable.

· Scheme 2 is less reliable, where the CCs with unchanged sequential order can be kept reliable. For example, 4 CCs were numbered as CC1, CC2, CC3 and CC4. After reconfiguration, CC3 is removed. Then CC1 and CC2 still work during reconfiguration while CC4 does not.  

· Scheme 3 is more sensitive to RRC reconfiguration since it is dependant to the number of CCs, i.e., the change of CC number will change the search space allocation of all the CCs and make all the CCs unreliable during reconfiguration.
If the CI value used for search space determination is based on the MAC signalling for scheme 2 and scheme 3, i.e. only the activated CCs are counted, the blocking problem shown in Figure 4 and Figure 5 can be avoided. However, the reliability problem may become even worse when CCs are activated or deactivated, since MAC activation/deactivation signalling has a lower reliability and is triggered more frequently than RRC signalling. 
3 Conclusions
Proposal 1：A UE’s search spaces can be shared in case of same DCI size.

Proposal 2：Starting CCE index for each search space is independently derived using hashing function based on CIF.
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Appendix A. Search space sharing in case of same DCI size
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Figure 6 DCIs with the same payload size can share their search spaces

As an example shown in figure 6, the PDCCHs for CC1 and CC2 are carried on CC1. Before SS sharing, DCI format 0/1A and 1 for CC1 are monitored in SS1, and DCI format 0/1A and 1D for CC2 are monitored in SS2. Assuming CC1 and CC2 have the same bandwidth, DCI format 0/1As for these two CCs have the same payload size, so their SSs can be shared, i.e. DCI format 0/1A for any CC can be monitored in SS1, and SS2, whereas DCI format 1 has the different payload size from others, so it is only scheduled in SS1.
Appendix B. Simulation Assumption
Simulation assumption is shown in Table 1.  CCE aggregation level distribution is shown in Table 2, which is evaluated by the link and system simulations.

Table 1. Simulation Assumption
	Parameter
	Assumption

	CC BW
	10MHz (50RBs)

	Antenna configuration
	4x2 FSTD-SFBC,  non-vertical antenna gain.

	Total CCE number
	37 (CFI=3)

	Size of each search space at aggregation level 1/2/4/8
	6, 12, 8, 16 CCEs (as in Rel-8)

	CCE aggregation level for different PDCCHs of a CA UE
	Same  

(In most cases, the payload size is the same for different PDCCHs to schedule different CCs , so the CCE aggregation level should be the same when these PDCCHs are scheduled on the same CC) 

	Simulation time
	100000 subframes

	Number of max. PDCCHs within a subframe
	10 and 20 PDCCHs
 (the minimum and maximum number of PDCCHs within 37 CCEs based on table 2)

	PDCCH scheduler
	1. Without adjusting the CCE locations of already scheduled PDCCHs;

2. Without falling back to other aggregation level when a PDCCH can not be scheduled with the assumed aggregation level.


Table 2. CCE aggregation level distribution (%)

	
	1 CCE
	2 CCE
	4 CCE
	8 CCE

	Case 1 
	55.72
	28.66
	12.33
	3.29


In our simulation, the PDCCH scheduler is basic. An advanced scheduler may bring the absolute blocking probability a little lower, but the trend is the same for the basic and advanced PDCCH scheduler. 
In the simulation, within each subframe, there is only one CA UE and the others are Rel-8 UEs. For this CA UE, there are two or three aggregated CCs (CC1 and CC2, or CC1, CC2 and CC3) whose PDCCHs are all carried on CC1 with the same CCE aggregation level. This CA UE is randomly selected and its PDCCHs of CC1 and CC2 or CC1, CC2 and CC3 are scheduled sequentially. 
The evaluation only observes the CA UE’s blocking probability. Since the search space design here is for supporting CA feature, in our simulation, as long as any one PDCCH for scheduling one CC of the CA UE is blocked, a blocking occasion will be triggered. Two kinds of blocking results are simulated: 

· One is the first blocking due to lack of PDCCH resources in the first scheduling subframe; 

· Another is the second blocking within two scheduling subframes.

If the first scheduling fails, the second scheduling will be triggered with the same aggregation level. When both two schedulings fail, a second blocking occasion will be triggered.
Appendix C. Simulation 1 (Whether a UE’s search spaces are shared in case of same DCI size)
Simulation assumption is given in appendix B.
In this part, two structures are compared.
· Structure 1: Search spaces are not shared;
· Structure 2: Search spaces are shared.
In the simulation, different search spaces for different CCs are generated according to hash function based on CIF which is detailed in the following simulation 2 (shown in appendix D).
From the figure 7~10, we can see that sharing search space can reduce the PDCCH blocking probability, especially in a heavy loaded cell (20 PDCCHs), the first blocking probability reduces about 10% and 16% for two-CC and three-CC aggregation separately and the second blocking probability reduces about 3% and 5% for two-CC and three-CC aggregation separately.
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Figure 7  First PDCCH blocking probability comparison (2CCs)
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Figure 8  First PDCCH blocking probability comparison (3CCs)
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Figure 9  Second PDCCH blocking probability comparison (2 CCs)
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Figure 10  Second PDCCH blocking probability comparison (3 CCs)
Appendix D. Simulation 2 (How to define the individual search spaces)
Simulation assumption is given in appendix B.
In this part, three schemes in section 2.2 are compared.
· Scheme 1: Starting CCE index for each search space is independently derived using hashing function based on CIF
In this simulation, we assume 
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· Scheme 2: Concatenation
· Scheme 3: Interleaving
From the figure 11~14, we can see that scheme 3 provides the lowest blocking probability, while scheme 1 provides the highest. 
Assuming three CCs are configured and CC2 is deactivated, the overlapping issue happens for the scheme 2 and scheme 3 (shown in figure 4 and 5). From the figure 15, we can see that scheme 1 has the lowest blocking probability at aggregation level 2.
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Figure 11  First PDCCH blocking probability comparison (2 CCs)
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Figure 12  First PDCCH blocking probability comparison (3 CCs)
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Figure 13  Second PDCCH blocking probability comparison (2 CCs)
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Figure 14 Second PDCCH blocking probability comparison (3 CCs)
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Figure 15 First PDCCH blocking probability comparison











































































_1333784227.unknown

_1333815423.unknown

_1334151222.vsd

_1334327319.vsd
CCE


0


1


2


3


4


5


6


7


8


9


10


11


12


13


Calculated by hashing function based on CIF


Search space for CC2


Search space for CC1



_1334151053.vsd

_1333815429.unknown

_1333815363.unknown

_1333815369.unknown

_1333803264.unknown

_1333780608.unknown

_1333781595.vsd

_1333781664.vsd

_1333780617.unknown

_1333780575.unknown

_1333615341.vsd

