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1. Introduction

The issue of non-contiguous PUSCH resource allocation (RA) was discussed extensively at the RAN1#60 and RAN4#54 meetings. The RAN1#60 meeting discussed the performance and control signalling design of non-contiguous RA and listed the following issues for further discussion:
· Whether number of supported clusters needs to be limited

· If so, to how many

· Any restrictions on size of clusters

· minimum size?

· equal size?

· total size?

· Factors to take into account:

· Performance

· Scheduling flexibility

· Signalling design

· RAN4 input

At the RAN4#54 meeting, several contributions suggested that simultaneous transmission of PUCCH and PUSCH across aggregated component carriers (CC) or clustered PUSCH within a CC would generate additional inter-modulation products in the UE transmitter chain that will necessitate a transmitter power back-off in order to meet the Rel-8 radio requirements. The LS [1] from RAN4 to RAN1 stated that certain clustered DFT-S-OFDM transmissions across contiguous or non-contiguous CC or within a CC will not meet core radio requirement without a maximum power reduction (MPR) and the required maximum power back-off is in the range 4-6 dB when two resource blocks (RBs) are allocated at the two ends of the transmission bandwidth, while other RB allocations would require much smaller back-off. 
In this contribution, we first evaluate the impact of the maximum transmit power back-off on the performance of non-contiguous RA within one CC in terms of cell average throughput and cell-edge UE throughput based on system level simulations. We then investigate the influence of the number, size and position of clusters on the scheduling flexibility. Finally, we make a proposal for the DCI format for non-contiguous PUSCH resource allocation.
2. Performance Evaluation Considering Maximum Tx Power Back-off
2.1  System-level simulation configurations
In this subsection, the performance in terms of cell average throughput and cell-edge UE throughput of non-contiguous RA in one CC are evaluated in 3GPP Case 1 (2D). The simulation conditions used in our evaluation are shown in Table A in the Appendix. 
To evaluate the relation between the maximum number of clusters and the throughput performance, we consider a maximum number of clusters between 1 and 8. We set the MPR to be 4 or 6 dB to take into account the impact of inter-modulation distortion (IMD). For comparison, the performance of 0dB MPR is also shown.
2.2  System-level simulation results
Table 1 shows the average sector throughput and the cell-edge (5-percentile) UE throughput with antenna configuration of 1x2. It can be observed from Table 1 that the maximum 21.25% gain in cell average throughput and 21.89% gain in cell-edge UE throughput are achieved when the maximum number of clusters equals 7 and 6 respectively, without Tx power back-off. When 4dB MPR is used, the abovementioned two maximum gains become 20.19% and 18.16% with 7 and 5 clusters respectively. When 6dB MPR is used, the abovementioned two maximum gains become 19.03% and 9.13% with 7 and 4 clusters respectively. 
Table 1. Throughput gain with antenna configuration 1x2 and different MPRs
	Performance
	MPR (dB)
	Maximum Number of Clusters    

	
	
	1
	2
	3
	4
	5
	6
	7
	8

	Cell average throughput (Mbps)
	0
	9.46
	10.48
	11.03
	11.28
	11.41
	11.44
	11.47
	11.46

	
	4
	－
	10.47
	11.00
	11.26
	11.34
	11.36
	11.37
	11.37

	
	6
	－
	10.46
	10.97
	11.17
	11.24
	11.25
	11.26
	11.26

	Gain
	0
	0
	10.78%
	16.60%
	19.24%
	20.61%
	20.93%
	21.25%
	21.14%

	
	4
	－
	10.68%                        
	16.28%
	19.03%
	19.87%
	20.08%
	20.19%
	20.19%

	
	6
	－
	10.57%   
	15.96%
	18.08%
	18.82%
	18.92%
	19.03%
	19.03%

	Cell-edge UE

throughput (kbps)
	0
	455.08
	502.99
	528.26
	544.33
	551.62
	554.69
	553.41
	552.45

	
	4
	－
	495.00
	519.48
	534.4
	537.71
	525.77
	520.69
	523.97

	
	6
	－
	471.02
	495.24
	496.64
	491.51
	492.00
	481.73
	482.67

	Gain
	0
	0
	10.53%
	16.08%
	19.61%
	21.21%
	21.89%
	21.61%
	21.40%

	
	4
	－
	8.77%    
	14.15%
	17.43%
	18.16%
	15.53%
	14.42%
	15.14%

	
	6
	－
	3.50% 
	8.82%
	9.13%
	8.01%
	8.11%
	5.86%
	6.06%


Table 2 demonstrates the cell average throughput and the cell-edge UE throughput performance with a 1x4 antenna configuration. It can be observed from Table 2 that the maximum 17.77% gain in cell average throughput and 16.07% gain in cell-edge UE throughput are achieved when the number of clusters equals 6 and 8 respectively, without Tx power back-off. When 4dB MPR is used, the abovementioned two maximum gains become 16.93% and 12.47% with 6 and 4 clusters respectively. When 6dB MPR is used, the abovementioned two maximum gains become 15.57% and 8.15% with 5 and 3 clusters respectively. 

We can observe from the simulation results in Tables 1 2 that there are obvious performance gains with increasing maximum number of clusters for both cell average throughput and cell-edge UE throughput even with 4 or 6dB MPR. It is worth noting that we use fractional power control in these simulations (α=0.8), which means that the MPR has little impact even on the throughput for cell-edge UEs. 
Moreover, we also find that limiting to 3 or 4 clusters can achieve most of the performance gains in both cell average throughput and cell-edge UE throughput with both antenna configurations, even with 4 or 6 dB Tx power back-off. Allowing more than 4 clusters can only achieve marginal further performance gains. 

Table 2. Throughput gain with antenna configuration 1x4 and different MPRs

	Performance
	MPR (dB)
	Maximun Number of Clusters    

	
	
	1
	2
	3
	4
	5
	6
	7
	8

	Cell average throughput (Mbps)
	0
	13.17
	14.49
	15.11
	15.37
	15.46
	15.51
	15.49
	15.50

	
	4
	－
	14.47
	15.08
	15.30
	15.38
	15.40
	15.40
	15.38

	
	6
	－
	14.45
	15.00
	15.18
	15.22
	15.18
	15.22
	15.18

	Gain
	0
	0
	10.02%
	14.73%
	16.70%
	17.39%
	17.77%
	17.62%
	17.69%

	
	4
	－
	9.87%    
	14.50%
	16.17%
	16.78%
	16.93%
	16.93%
	16.78%

	
	6
	－
	9.72%
	13.90%
	15.26%
	15.57%
	15.26%
	15.57%
	15.26%

	Cell-edge UE

throughput (kbps)
	0
	697.81
	766.88
	789.98
	804.27
	803.91
	802.79
	806.96
	809.95

	
	4
	－
	753.46
	777.35
	784.85
	782.98
	782.58
	776.67
	775.96

	
	6
	－
	732.71
	754.69
	750.94
	733.05
	729.16
	728.33
	723.35

	Gain
	0
	0
	9.90%
	13.12%
	15.26%
	15.20%
	15.04%
	15.64%
	16.07%

	
	4
	－
	7.97%    
	11.40%
	12.47%
	12.21%
	12.15%
	11.30%
	11.20%

	
	6
	－
	5.00%
	8.15%
	7.61%
	5.05%
	4.49%
	4.37%
	3.66%


3. Scheduling Flexibility
Flexibility is one of the most crucial factors that affect the performance of a scheduling algorithm. For UL multi-clustered systems, the number, size and position are the three uppermost factors that determine the flexibility of resource allocation. From [2], we can find the impact of restricting the number of clusters, the minimum cluster size and the position of the allocated RB on the required maximum Tx power back-off:

· The required maximum Tx power back-off reduces from 5.4dB to 2.2dB when the number of clusters increases from 2 to 4.

· The required maximum Tx power back-off reduces from 5.4dB to 3.2dB when the minimum cluster size increases from 2 RBs to 6RBs.

· The required maximum Tx power back-off will be smaller than 5.4dB if RB allocation at the two ends of the transmission bandwidth is avoided.

According to these results, it is helpful if the number of clusters is larger than 2, which is consistent with our system level simulation results. 
Although the required maximum Tx power back-off reduces from 5.4dB to 3.2dB when the minimum cluster size increases from 2 RBs to 6RBs, the scheduling flexibility deteriorates significantly. 

According to the RAN4 results, the required maximum power back-off is in the range 4-6 dB when two resource blocks (RBs) are allocated at the two ends of the transmission bandwidth and other RB allocations require much smaller back-off. Therefore we consider that it should not be necessary to restrict the positions of allocated clusters. 
According to our system level simulation results and the analysis about the flexibility of frequency selective scheduling, we make the following proposal:

Proposal: The maximum number of clusters should be set to more than 2 in order to improve the throughput performance even with 4 or 6 dB MPR considering the impact of IMD. As a compromise considering all factors, we propose a maximum of 3 clusters. We do not see a need to consider setting a minimum cluster size or to restrict the cluster positions.

4. Control Signaling and DCI format Design
For clustered DFT-S-OFDM, the control signaling needs to support non-contiguous RA. Although the signaling schemes proposed in [3]-[5] can partially address this , most of them were designed for 2-cluster systems. In [6], we proposed a signaling scheme which supports 3 clusters. Compared with the bitmap-based scheme, the resource block assignment size of the proposed scheme for 3 clusters is reduced by 2 bits.
For the DCI format design, [7] provided a list of design criteria, including supporting flexibility in resource allocation with low overhead, avoiding fragmentation of spectrum, and limiting the number of blind decodings (BDs). 
Taking these factors into account, we note that the UL can reuse the type 0 and/or type 1 RA scheme from the Rel-8 LTE, keeping the same DCI format size as DCI format 1. This can support 3 clusters without increasing the number of blind decodes. 
We therefore propose to reuse the size of DCI format 1. The arrangement of bits within this size is FFS.

5. Conclusions

In this contribution, we investigate some issues about non-contiguous PUSCH resource allocation. 

Firstly, we evaluate the impact of the maximum transmit power back-off on the performance of non-contiguous RA within one CC in terms of cell average throughput and cell-edge UE throughput based on system level simulations. The impact on CM was already examined in [10]. Here we have provided further analysis setting the MPR to be 4 and 6 dB to take into account the impact of IMD according to the results from RAN4. For Then, we investigate the influence of the number, the size and the position of clusters to the scheduling flexibility.
Considering all relevant factors, including throughput, cubic metric, maximum power reduction due to IMD, and considering the flexibility/fragmentation of frequency selective scheduling, we make the following proposals:

Proposal1: The maximum number of clusters should be set to 3. No restrictions on the minimum cluster size or the position of allocated clusters are necessary.
Proposal 2: The DCI format size should be the same as DCI format 1.  The exact arrangement of bits within this size is FFS.
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Appendix

Table A: System Level Simulation Parameters for Case 1 and Case 3

	Parameter
	Assumption/Value

	Cell Layout
	Hexagonal, 19 cells, 3 sectors/cell

	Inter-Site Distance
	Case 1: 500m

	System Bandwidth
	10 MHz (50RBs)

	Antenna configuration
	1x2; 1x4

	Number of UEs/sector
	10 (locations randomly assigned with uniform distribution)

	Channel Model
	SCM Urban macro

	Scheduler
	PF-based time & frequency channel-dependent scheduler

	Traffic Model
	Full buffer

	Transmit Power Control (TPC)
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	Maximum total UE Tx Power
	24 dBm

	UE Velocity
	3 Km/h

	Channel Estimation (CE)
	Ideal

	Frequency Domain Equalization
	MMSE




























































































�no need to repeat the contents of the table
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