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1 Introduction
In RAN1#55bis, it was concluded that uplink non-contiguous resource assignment within a component carrier is supported for LTE-A:

· Non-contiguous data transmission with single DFT per component carrier (CL-DFT-S-OFDM)

· FFS: Resource allocation based on Rel-8 DL schemes (allocation type 0 and/or 1)

· FFS: At most one new DCI format for non-MIMO 
In RAN1#60, we showed system performance evaluation under realistic simulation assumptions including a SINR estimation error of the SRS, SRS transmission bandwidth limitation, number of the maximum assigned UEs per a subframe, etc[1]. 
In this paper, in addition, we evaluate the average cell throughput with the different maximum number of clusters including a UL transmission power control (TPC) error.
The results indicate 3 clusters are necessary to obtain reasonable gain by non-contiguous resource allocation even if TPC error is considered.
This is revised version of R1-102031 (Appendix D is added).

2 System performance evaluation
2.1 Simulation configuration
We evaluate the average cell throughput and the cell-edge user throughput of contiguous and non-contiguous resource allocation in case of ISD=500m with 3GPP SCM Urban Macro (UMa) model (case1). The simulation conditions used in our evaluation are shown in Table 4 in Appendix A. 
We have evaluated the system performance gain by introducing non-contiguous resource allocation with taking into account realistic conditions as follows [1] and as shown in Appendix B.

- CM dependent maximum power reduction
- SINR estimation error (sounding error)

- SRS transmission bandwidth (corresponding to available power head room)
In this contribution, we further take into account TPC error due to the transmission power tolerance as follows.
Modeling of TPC error 
In a practical condition, actual transmission power at UE has some error within the relative power tolerance or absolute power tolerance due to RF design, temperature and so on. In our evaluation We assume the relative power tolerance as TPC error described in [2] because SRS transmission interval used in the evaluation is less than 20ms. The TPC error is added to the ideal UE transmission power as Gaussian noise with the mean and the variance shown in Table 1, where three times of the variance (3) is set to each relative power tolerance. Note that the relative power tolerance is the ability of the UE transmitter to set its output power in a target subframe relatively to the power of the most recently transmitted reference sub-frame if the transmission gap between these sub-frames is ≤ 20 ms. 
In addition, TPC error based on uniform distribution [9] is also evaluated as in Appendix D.
Table 1  The mean and variance in the TPC error. 
[image: image1.emf](a) (b) (a) Mean (a) Variance (b) Mean (b) Variance

ΔP < 2 ±2.5 ±3.0 0 0.83 0 1.00

2 ≤ ΔP < 3 ±3.0 ±4.0 0 1.00 0 1.33

3 ≤ ΔP < 4 ±3.5 ±5.0 0 1.17 0 1.67

4 ≤ ΔP ≤ 10 ±4.0 ±6.0 0 1.33 0 2.00

10 ≤ ΔP < 15 ±5.0 ±8.0 0 1.67 0 2.67

15 ≤ ΔP ±6.0 ±9.0 0 2.00 0 3.00

*(a) All combinations of PUSCH and PUCCH transitions

*(b) All combinations of PUSCH/PUCCH and SRS transitions between sub-frames

TPC error [dB]

Power step ΔP

(Up or down) [dB]

Relative power tolerance

[dB]


2.2 Simulation results

Table 2(a)(b) shows the average cell throughput for two fractional TPC parameter sets (a) [α, P0]=[0.8, -90dBm] and (b) [α, P0]=[0.6, -60dBm], respectively. Table 3(a)(b) shows the cell-edge (5%CDF) user throughput for the two TPC parameter sets. In addition, simulation results without the TPC error are shown in Appendix C.
From the results in Table 2 and Table 3, we observed the same tendency with our past evaluation[1]; 
· In both 10MHz and 20MHz system bandwidth, if the maximum number of clusters is 2, the cell throughput gain by non-contiguous resource allocation is limited especially when the number of UEs per a cell is 10 or less. In these conditions, further performance gain of 2-6% can be obtained by using 3 clusters. Similar results are obtained for both TPC parameter sets (a) and (b).
· By increasing the maximum number of clusters to 4 clusters and no limited, a larger gain of cell throughput in 20MHz is seen compared to the case in 10MHz. Because the number of RBGs that can be assigned to a UE increases when the system bandwidth is larger, more frequency scheduling gain is obtained for a larger number of clusters. 
· Regarding the cell edge throughput, the absolute throughput difference among different number of clusters seems to be negligible.
Therefore, at least 3 clusters should be supported in order to obtain the sufficient performance gain by non-contiguous resource allocation even if TPC error is considered.
Table 2 Cell throughput versus the maximum number of clusters (With TPC error)
(a)  TPC parameters [α, P0] = [0.8, -90dBm]  
[image: image2.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 6.85 7.71 8.00 8.08 8.09 13% 17% 18% 18%

10 7.55 8.35 8.51 8.53 8.55 11% 13% 13% 13%

20 8.37 8.79 8.81 8.81 8.81 5% 5% 5% 5%

5 13.36 14.92 15.67 16.03 16.25 12% 17% 20% 22%

10 14.36 16.34 17.08 17.31 17.40 14% 19% 21% 21%

20 15.46 16.95 17.22 17.26 17.26 10% 11% 12% 12%

Number

of UEs

 per a cell

Cell throughput [Mbps] Tput gain compared with 1 cluster[%]

System

BW [MHz]

10

20


 (b)  TPC parameters [α, P0] = [0.6, -60dBm]
[image: image3.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 9.97 11.21 11.47 11.54 11.57 13% 15% 16% 16%

10 10.59 11.66 11.85 11.89 11.89 10% 12% 12% 12%

20 11.62 12.10 12.16 12.15 12.15 4% 5% 5% 5%

System

BW [MHz]

Number
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 per a cell

Cell throughput [Mbps] Tput gain compared with 1 cluster[%]

10


Table 3 Cell-edge user throughput versus the maximum number of clusters (With TPC error)
(a)  TPC parameters [α, P0] = [0.8, -90dBm] 
[image: image4.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 348 356 356 356 358 2% 2% 2% 3%

10 307 312 310 312 310 2% 1% 2% 1%

20 197 200 198 198 198 1% 1% 0% 1%

5 270 262 263 262 263 -3% -2% -3% -3%

10 267 264 266 267 266 -1% 0% 0% 0%

20 252 256 256 257 256 1% 2% 2% 1%

Number

of UEs

 per a cell

Cell-edge user Tput [kbps] Tput gain compared with 1 cluster[%]

System

BW [MHz]

10

20


(b)  TPC parameters [α, P0] = [0.6, -60dBm]
[image: image5.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 242 236 239 239 237 -2% -1% -1% -2%

10 234 231 232 232 231 -1% -1% -1% -1%

20 176 178 178 178 178 1% 1% 1% 1%

System

BW [MHz]

Number

of UEs

 per a cell

Cell-edge user Tput [kbps] Tput gain compared with 1 cluster[%]

10


3 Conclusion
In this paper, we studied the relation between the maximum number of clusters and the throughput performance of the non-contiguous resource allocation by system level simulation with taking into account realistic impairments. From the results, at least 3 clusters are required in order to obtain the sufficient performance gain by non-contiguous resource allocation. Therefore, we propose 
- To support the non-contiguous resource allocations with 3 or more clusters
The signalling scheme for supporting 3 clusters RA is discussed in another document [3]. In addition, the influence of UE power back-off to the system performance for non-contiguous resource allocation is discussed in another document [8].
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Appendix A
Table 4 gives the system level simulation parameters used in our evaluation.
Table 4  System level simulation conditions.

	Parameter
	Value

	System bandwidth
	10 MHz (50RBs), 20MHz (100RBs)

	Carrier frequency
	2.0 GHz

	Multiple access scheme
	DFTS-OFDM :Contiguous allocation
( The maximum number of clusters = 1

Clustered DFTS-OFDM :Non-contiguous allocation 
( The maximum number of clusters = 2,3,4, no limit

	Scheduling resolution
	1RBG = 3RBs for 10MHz,  4RBs for 20MHz.

	Inter-site distance(ISD)
	500m for 3GPP Case 1

	Maximum transmission power at UE
	Contiguous resource allocation: 23.0 dBm
Non-contiguous resource allocation:
 22.0dBm (2 cluster),  21.0dBm (> 2cluster)

	Number of UEs per a cell
	5, 10, 20UEs

	Number of the max. assigned UEs per sub-frame
	10 MHz BW: 10 UEs,  20MHz BW:20 UEs


	Tx / Rx Antenna configuration 
	1Tx / 2Rx (SIMO)

	UE mobility
	3 km/h

	Channel model
	3GPP Urban Macro (UMa) 

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 cell per site

	Sub-frame length
	1 msec

	Transmit power control (TPC)
	P = min{Pmax, P0 + 10·log10·M + α · L}  
where 
Pmax : the maximum UE transmit power,
P0 : a cell-specific parameter,
M : the number of RBs allocated to the UE,
α : a cell-specific path-loss compensation factor,
L : the path-loss measured at the UE.

	[α, P0] for TPC
	(a) [0.8, -90dBm], (b) [0.6, -60dBm]

	Hybrid ARQ
	Incremental redundancy

	Max. retransmissions
	3

	Scheduling algorithm
	Proportional fairness

	Distance dependent path loss 
	128.1 + 37.6 log10 (r) [dB]  (r: kilometres)

	Receiver type 
	MMSE

	Traffic model
	Full buffer

	Channel estimation error
	Ideal (without impairment for demodulation)

	SRS
	Bandwidth
	Adaptive SRS bandwidth, Frequency Hopping: off
48/24/12/4RBs for 10MHz  (PUCCH overhead is 2RB)

96/48/24/4RBs for 20MHz  (PUCCH overhead is 4RB)

	
	Estimation error
	SINR dependent error (Table 6)

	
	Feedback period
	5ms

	
	Process delay
	6ms


Table 5 Link level simulation assumptions.
	Parameter
	Value

	Antenna configuration
	1x2

	UE speed
	3km/h

	Channel model
	TU 6path

	Average number of RBs
	1RB


Appendix B
In this contribution, we use the following simulation configurations with taking into account more realistic conditions. They are same configurations as our past evaluations [1].

A. CM dependent maximum power reduction

The maximum transmission power of single cluster, 2 cluster and 3 or more clusters are set as 23dBm, 22dBm and 21dBm, respectively, where the difference of the transmission power corresponds to the difference of CM values of Clustered DFTS-OFDM as shown in [5].
B. Modelling of the SINR estimation error (sounding error) 

SINR estimation error obtained by the link level simulation is applied. The mean and variance in the SINR estimation error of SRS from the actual SINR are summarized in Table 6 which is similar to SINR estimation error characteristics in [6]. The parameters used in the link level evaluation are shown in Table 5 in Appendix A. In the system level evaluation, the SINR estimation error is added to the actual SINR per RB as Gaussian noise with the mean and variance shown in Table 6. And then, in order to improve SINR estimation accuracy, the SINR is averaged over a RBG (Resource Block Group), namely 3RB and 4RB averaging for 10MHz and 20MHz system bandwidth, respectively. 
Table 6  The mean and variance in the SINR estimation error.
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C. Modelling of the SRS transmission bandwidth

The SRS transmission bandwidth is configured per UE according to the power head room of each UE in order to avoid the power limitation of SRS transmission, i.e., for UEs with less power head room, narrower SRS bandwidth is configured. SRS frequency hopping is disabled in this evaluation. Therefore, less number of clusters is likely to be allocated for UEs which is configured narrower SRS bandwidth.
D. System bandwidth

Although 10MHz system bandwidth is assumed for the system evaluation [7], wider system bandwidth like 20MHz for single component carrier is also optimization point for LTE-Advanced system. Therefore, we evaluate the system performance of 20MHz bandwidth in addition to 10MHz bandwidth.

E. Fractional TPC configuration

Configuration of the fractional TPC parameters could be different depending on the operations scenarios. We used the following two representative TPC configurations. 

-  (a)  = 0.8, P0 = -90dBm 
-  (b) = 0.6, P0 = -60dBm
Appendix C

In this appendix, the simulation results without the TPC error are shown. The parameters except TPC error are the same as the evaluation described in section 2.
Table 7 (a)(b) shows the average cell throughput for  two TPC parameter sets (a) [α, P0]=[0.8, -90dBm] and (b) [α, P0]=[0.6, -60dBm], respectively. Table 8 (a)(b) shows the cell-edge (5%CDF) user throughput for the two TPC parameter sets.
By comparing Table 2(a) with Table 7(a), we can observe that the performance gain by non-contiguous resource allocation is reduced due to the TPC error.  However, the difference of the gain of 2 clusters and 3 clusters doesn’t change greatly. The difference of the gain decreases only 1-3% by the TPC error.
Table 7 Cell throughput versus the maximum number of clusters (Without TPC error)
(a) TPC parameters [α, P0] = [0.8, -90dBm] 
[image: image7.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 7.65 8.72 9.21 9.41 9.44 14% 20% 23% 24%

10 8.49 9.84 10.25 10.35 10.39 16% 21% 22% 22%

20 9.82 10.84 11.07 11.12 11.13 10% 13% 13% 13%

5 14.92 16.63 17.75 18.39 18.92 11% 19% 23% 27%

10 15.90 18.43 19.76 20.30 20.66 16% 24% 28% 30%

20 17.65 20.44 21.23 21.49 21.66 16% 20% 22% 23%
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Cell throughput [Mbps] Tput gain compared with 1 cluster[%]


(a) TPC parameters [α, P0] = [0.6, -60dBm]
[image: image8.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 10.96 12.27 12.69 12.83 12.86 12% 16% 17% 17%

10 11.48 12.91 13.26 13.36 13.40 12% 15% 16% 17%

20 12.72 13.61 13.76 13.78 13.80 7% 8% 8% 9%
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Table 8 Cell-edge user throughput versus the maximum number of clusters (Without TPC error)
(a) TPC parameters [α, P0] = [0.8, -90dBm]
[image: image9.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 493 523 524 523 527 6% 6% 6% 7%

10 391 421 425 427 428 8% 9% 9% 9%

20 253 269 272 273 272 6% 7% 8% 7%

5 329 325 327 325 330 -1% -1% -1% 0%

10 324 325 326 325 327 0% 1% 0% 1%

20 311 321 323 324 325 3% 4% 4% 5%
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20
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(a) TPC parameters [α, P0] = [0.6, -60dBm]
[image: image10.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 275 275 272 271 271 0% -1% -2% -1%

10 264 266 268 264 267 1% 1% 0% 1%

20 209 213 213 212 213 2% 2% 2% 2%

Cell-edge user Tput [kbps] Tput gain compared with 1 cluster[%]
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Appendix D (TPC error of uniform distribution)

This appendix shows simulation results with TPC error of uniform distribution as defined in [9]. We used three different fractional TPC parameter settings as,

(a) [α, P0] = [0.75, -80dBm] in Table 9 and Table 10
(b) [α, P0] = [0.8, -90dBm] inTable 11 and Table 12,

(c) [α, P0] = [0.6, -60dBm] in Table 13 and Table 14.
The other parameters are the same as the evaluations described in section 2.
The TPC error is a random error chosen from a uniform distribution (-Δmax, Δmax) dB is added to total UE transmit power. Δmax values of 2dB and 4dB are simulated.  The TPC error is updated on a per sub frame basis (on those sub frames that UE is scheduled). Error modeled in a subframe is not correlated to errors in other sub frames.  Error modeled for one UE is not correlated with error modeled for other UEs. Same error is added for all the symbols in a sub frame
Table 9 Cell throughput with TPC error of uniform distribution ([α, P0] = [0.75, -80dBm])
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Table 10 Cell-edge user throughput with TPC error of uniform distribution ([α, P0] = [0.75, -80dBm])
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Table 11 Cell throughput with TPC error of uniform distribution ([α, P0] = [0.8, -90dBm]) 
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Table 12 Cell-edge user throughput with TPC error of uniform distribution ([α, P0] = [0.8, -90dBm])
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Table 13 Cell throughput with TPC error of uniform distribution ([α, P0] = [0.6, -60dBm])
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Table 14 Cell-edge user throughput with TPC error of uniform distribution ([α, P0] = [0.6, -60dBm])
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