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1 Introduction

RAN network energy saving solutions for LTE have been discussed in prior meetings in a number of 3GPP working groups [4]

 REF _Ref253584873 \r \h 
[5]

 REF _Ref253584875 \r \h 
[6]. RAN-related energy saving designs should guarantee the necessary access capability to the radio access network, focus on the load-dependent energy saving solution for the low load scenario, and take into account UE impact and backward compatibility.
This contribution continues to analyze the energy saving efficiencies of physical layer load-dependent solutions in detail. It is seen that while energy savings increases with more dynamic load-based adaptation of certain physical layer configurations, these reconfigurations lead to frequent service interruptions with a non-ignorable interruption time. Accordingly it is proposed to perform a semi-static reconfiguration on the control channel and RRM measurements, while flexibly supporting dynamic data scheduling (for example, up to the maximum resources for a short time). The corresponding standard impacts for the various the spatial/frequency/time-domain reconfiguration solutions are discussed as well.
2 Energy saving efficiency analysis of load-dependent solutions
Several RAN network energy saving solutions for LTE have been proposed, including:

· Solution 1: Switch off cells. It mainly used in the scenario with multi-layer frequencies/cells coverage as indicated in [1]. When the load is relatively low in the area, move the remaining active UEs to a certain layer kept alive, and switch off the “empty” layer to save power.

· Solution2: Reduce the number of transmit antennas at the eNB. This solution has been discussed in RAN2 last year [5]

 REF _Ref253584875 \r \h 
[6]. When cell load is low, the eNB can reduce the number of transmit antennas (e.g. change from 2 Tx to 1Tx), and save power by turning off the corresponding PA.

· Solution3: Reduce the cell bandwidth. When the cell traffic load is low, the cell BW (bandwidth) could be narrowed to reduce the transmission power, e.g., when the cell BW is changed from 10MHz to 5MHz BW, the RF transmission power could be reduced by around 3dB. There are mainly 2 cases for the reduced cell bandwidth solution: one is reducing bandwidth but keep the carrier frequency unchanged; another is reducing bandwidth and changing the carrier frequency (e.g., splitting the BW).

· Solution4: Reduce the time-domain transmission period at the eNB by MBSFN configuration or extended cell DTX. Extended cell DTX was presented in [4] with the main idea of reducing the eNB transmission period in time domain when there are no active UE in the cell, and the PA can be turned off during those silent periods to save energy. 

According to [2], the detailed RAN-related energy saving designs should follow the principles as below:

· guarantee the necessary access capability of the radio access network;

· focus on the load-dependent energy saving solution for low load scenarios;

· take the backward compatibility and impact on UEs into account.
Based on the above principles, this section analyzes the load-dependent energy saving mechanisms with a focus on two aspects: one is the impact of the load granularity on the RF power consumption efficiency; another is the impact of the physical layer reconfiguration on the service interruption time.

2.1 Impact of the load granularity on the RF power consumption efficiency
Figure 1 shows the statistical traffic distribution over a day based on actual measurements for Urban scenarios which is similar to the Figure 1 in [2]. In the interval A, the traffic load is less than 20% of full load, and the traffic load is above 80% of full load during interval B. The relative traffic load CDF of an hour in intervals A and B is shown in Figure 2, respectively. It is clear that the variation in the low load interval that is much higher than for the high load interval.
The traffic load varies a lot over a day and generally speaking, the minimal reachable energy consumption is closely related to the time varying traffic load levels. Furthermore, the actual RF power consumption is roughly in direct proportion to the transmission resources in the air-interface. Therefore, it is beneficial to adapt the actual transmission resources to the current load level on a short term basis to minimize the power consumption from an energy saving efficiency perspective, i.e. load-dependant mechanisms for energy saving solutions.
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Figure 1 Daily Relative Traffic Distribution 
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Figure 2 Relative traffic load CDF in A, B intervals
Looking at the energy saving solutions listed earlier, the energy saving efficiency is determined by the physical layer reconfiguration period, as well as the load granularities and levels of the adaptive physical layer reconfigurations. Basically, two trends can be observed: 

· the more dynamic the physical layer reconfiguration adapts to the load variation, the higher energy saving efficiency;
· the finer load granularity or the more load levels are available for the adaptive physical layer reconfigurations, the higher energy saving efficiency.
Contribution [2] provided the rough RF energy saving efficiency based on two-level semi-static load-dependent reconfigurations of spatial/frequency/time domain resources (here energy savings were only applied during a fraction of a day). This section further analyzes the RF energy saving efficiency gain with dynamic spatial/frequency/time domain adaptations to the variable.  
Figure 3 shows the relative power consumption of each energy saving solution in [2] and of the energy saving solution with dynamic time-freq domain adaptations to the load variation. It can be found that two-level semi-static load-dependent reconfigurations of spatial/frequency/time domain resources do not bring much efficiency considering the relatively short low load period within 24 hours. However, with the adaptive physical layer reconfiguration to the corresponding load levels, traffic resources in time/freq are adopted with the optimized minimal RF power consumption. As a result, dynamic reconfiguration of traffic resources based on load variation can increase the energy saving efficiency.
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Figure 3 Relative power consumption of energy saving solutions
2.2 Impact of the physical layer reconfiguration on the service interruption time

Dynamic reconfiguration, of course, comes at a cost. This cost can be expressed in terms of processing/interruption time and specification impact (see or much more detail), and also a cost in system performance while the system stabilizes to the new configuration (e.g., measurements for cell selection). 

The processing/interruption time for various energy savings methods are explored in detail in [1] (the impact on measurements for cell selection is FFS). The exact reconfiguration time depends on the method used and the amount of specification impact. For example, from [1] reconfiguration of:

· Reducing cell bandwidth can use current system information update procedure (~40ms for DL BW, ~320ms for UL BW)
· For changing the carrier frequency in addition (e.g., when “splitting” a carrier) the UE may be handed to another cell and then back performing access to the new carrier

· Changing the number of antennas could be handled in different ways 
· With  small specification changes: <20ms if a small change is made to 36.331 for active UE to use a default transmissionMode when the antenna is changed
· No specification changes: dedicated signaling to change each UE to default transmissionMode and then 40ms to change antenna configuration
In summary, the physical layer reconfiguration may take a long time to finish the procedure to reach a stable cell working status, and possibly poor UE experience due to the consequent service interruption time. Therefore it is not recommended to use these procedures on very short time scales. Performing the physical layer reconfiguration on a semi-static basis is more appropriate.
Consequently, considering the dynamic reconfiguration requirement to reach high energy saving efficiency adaptive to the dynamic traffic load variation, and the slow reconfiguration requirement, it would be reasonable to do the physical layer reconfiguration (solution 1 to 4) on the control channel/RRM measurement configuration in a static/semi-static manner, while the data resource allocation can be dynamically to support a more flexible load variation within a large dynamic range:
· Static/Semi-static control channel/RRM measurement reconfiguration maximizing the energy saving efficiency during the longer reconfiguration periods based on the average load. 
· Dynamic data traffic scheduling to support a more flexible and faster load variation, in particular for low average load scenarios where the dynamic load range is very large.
3 PHY-layer impacts of energy saving solutions for low load scenarios
The physical layer cell configurations can be semi-statically changed according to the average load statistics during longer periods, e.g. one hour. However, as shown in Figure 4, the traffic may vary dynamically within seconds, and a larger dynamic range is observed for lower average traffic load.  Here there is a large probability for either considerably exceeding the average statistic load, or staying much lower than the average statistic load a lot. 
This leads to two issues to be considered due to the dynamic traffic load variation, in particular for low average load:
· Support occasions with much higher load than the average load: The conservative load-dependent adaptation would be adapting the cell configurations to those seconds with 90% high load within the period, which however will ends to the waste of resources and energy. If adapting the cell configurations to the average load during the hour, it is needed for the system to be able to schedule the loads within larger PDSCH resources than that associated with the currently configured PDCCH. Such solutions can also be treated as the way of control channel and CRS overhead reduction within a given PDSCH bandwidth and resources.
· Support occasions with much lower load than the average load: Assuming adapt the cell configurations to the average load during the hour, there are quite a lot of vacant resources in PDSCH region during those seconds with much lower load than the average load. Thus it is not necessary for UEs to measure the whole bandwidth and feedback the PMI/CQIs among the whole bandwidth. Some feedback enhancement can be introduced to limit the UE to detect only partial bandwidth for PMI/CQI, which would improve performance (c.f., [3])(and may possibly save some energy in the UE as well). While reusing the Rel.8 feedback format (e.g. subband feedback format in 5MHz for partial bandwidth in 20MHz system), the feedback granularity could be enhanced as well.
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Figure 4 dynamic traffic variation in seconds
3.1 Control region overhead reduction, i.e. methods to support larger PDSCH resources than associated to Rel.8 PDCCH

There are two methods on the control region overhead reduction, including frequency domain and time domain, as shown in Figure 5. These methods can also fit the scenarios with a given PDCCH region to support a sudden load increase.
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(a) Frequency domain control region shrinking

    (b) time domain control region shrinking

Figure 5 PDCCH indicates PDSCH/PUSCH with larger bandwidth or in multiple subframes
· Narrower cell bandwidth of PDCCH than PDSCH
If the cell bandwidth of PDCCH is reduced to a narrow band static/semi-statically to adapt the average load during configured period for energy saving, it is desirable for the PDCCH in a narrow bandwidth to be able to indicate scheduling decisions of PDSCH/PUSCH with a larger bandwidth (Figure 5(a)) because the PDSCH load may vary over the average load level from time to time. With the capability to occasionally schedule data outside of the configured PDCCH bandwidth without requiring re-configuration, a narrower bandwidth (with more energy savings) can be selected than if the bandwidth configuration would have to handle the full dynamic range of the load.  
· Longer PDCCH period for a sparser scheduling of PDSCH 
Also in time domain, the PDCCH transmission could be reconfigured to a small number of time fraction (e.g., MBSFN subframes, more UL subframes for TDD, etc.) to adapt the average load during the hour for energy saving. However, it is inevitable that the load increases over the average level sometimes and the ability of the PDCCH indicating scheduling decision of PDSCH/PUSCH in other subframes (Figure 5(b)) is preferred. By this longer PDCCH period for a sparser scheduling of PDSCH, load variations beyond the average load level and energy saving can be simultaneously guaranteed.
Overall, the static/semi-static reconfiguration of smaller fractions of PDCCH than PDSCH in frequency/time configuration is beneficial for energy saving and the following two modifications of the PDCCH could support dynamic PDSCH load variation:
· Frequency domain: support a narrower control channel bandwidth than data scheduling bandwidth

· Time domain: support longer PDSCH allocation periods and potential data scheduling in MBSFN subframe
3.2 Partial bandwidth PMI/CQI report to optimize the scenario with much lower load than cell configured resources

The current CQI/PMI report modes are related to the entire downlink system bandwidth. In much lower load scenarios, it does not always require the UE to measure the wideband CQI since only partial resources are active for PDSCH transmission in energy saving mode. Thus it is reasonable to measure the CQI/PMI only in partial bandwidth. The partial bandwidth to be measured could be configured by eNB and informed to the UE as in Figure 6. 
Moreover, the current specification defines the frequency feedback granularity in subband CQI mode in which the larger bandwidth system would have larger feedback granularity. In low load scenarios, since partial bandwidth is active, it is more effective to configure the feedback granularity related to the active system bandwidth. As a result, more accurate CQI could be obtained in the partial bandwidth compared to Rel-8 and results in better resource allocation, less re-transmission probability which is other aspect to achieve energy saving. To the UE, limited CQI/PMI detection and measurement to partial of the bandwidth is also good for energy saving, and other CQI/PMI enhancement methods are discussed in [3].
· Configure the feedback granularity related to the active system bandwidth
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Figure 6 Partial bandwidth PMI/CQI report
4 Conclusion

We discussed the energy saving efficiency of physical layer load-dependent reconfiguration solutions. We identified that the energy saving efficiency can be considerably increased by a faster adaptation of the physical layer configuration to the variable load, in particular for periods with low average load. To avoid frequent service interruption with a non-ignorable interruption time, the adaptation should be performed in two ways;
· Static/Semi-static control channel/RRM measurement reconfiguration maximizing the energy saving efficiency during the longer reconfiguration periods based on the average load. 
· Dynamic data traffic scheduling to support a more flexible and faster load variation, in particular for low average load scenarios where the dynamic load range is very large.
In particular for the second point we propose to further look into the following improvements:

· Support dynamic load variation with data scheduling capability in larger resources, including

· Scheduling of larger PDSCH resources with reduced PDCCH resources 
· Frequency domain: support a narrower control channel bandwidth than data scheduling bandwidth

· Time domain: support longer PDSCH allocation periods and potential data scheduling in MBSFN subframe
· Enhance the feedback to limit the UE to detect only partial bandwidth for PMI/CQI
· Configure the feedback granularity related to the active system bandwidth

In addition, requirements of high layers to support the above solutions are discussed in [1] and should be further evaluated.
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