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1 Introduction
The major problem in the E-UTRA uplink is the unpredictability of the interference caused by neighbor cell UEs. Independent scheduling procedure of neighbor cells together with user mobility causes rapidly changing interference constellations in time and frequency.  Due to the inherent delay between the scheduling process and the actual data transmission, the interference situation during both phases therefore may significantly differ. Hence, the transmission parameters assigned by the scheduler are in most cases not really optimal anymore during the actual data transmission, thus resulting in performance degradation.
This contribution proposes a scheduling mechanism, which adopts the MCS of individual UEs according to a multi-cell UL interference prediction based on inter-cell coordination of scheduling information.
The following sections describe the mode of operation of the proposed inter-cell interference prediction method and show the detailed performance evaluations based on system level simulations.
2 Cooperative Interference Prediction Introduction
The currently used UL scheduling decisions are based upon channel measurement relying on UL channel sounding measurements. The main drawback of this approach is that the actual MCS and UL power allocated for the UL transmission is based on outdated data. Therefore, the interference conditions may have changed in most cases until the UE is actually transmitting its UL data. An analysis of the MCS scheduling in Figure 2a shows that with conventional scheduling the optimal MCS is only hit in about 10% of all cases.  
Therefore the basic idea of the proposed cooperative scheduling method is to predict the interference level that the serving eNB will experience during future data transmissions already in advance and use this predicted interference to select more suitable MCSs for the various UEs.
A basic prerequisite for such an interference prediction scheme is that the serving eNB measures the CSI not only from UEs served by itself, but also from interfering UEs associated to neighbor cells. This might be realized by means of multi-cell channel estimation, i.e., by evaluating the reference signals that regularly have to be transmitted by all UEs anyway since accurate CSI is generally needed by their corresponding serving eNodeBs as well. For that purpose both the sounding reference signals as well as the demodulation reference signals might be used [1].The necessary information could be exchanged via the X2 interface. A possible coordination of the UL sounding for multi UE channel estimation can also be coordinated via the X2 interface. The goal is that the eNB knows the UL CSI of potential interfering UEs. 
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Figure 1: Basic procedure of the proposed approach, where the considered serving eNodeB receives scheduling information for improved interference prediction from two cooperating eNodeBs.

For the coordinated scheduling, first each eNodeB assigns the available resources in its own cell. For that purpose, it performs conventional (independent) scheduling based on the available channel estimates and the current interference situation. In particular, each eNodeB determines which UE should transmit on which PRBs and at which power level. In a next step, the thus generated resource allocation tables are exchanged between a certain set of cooperating cells via the X2-interface. In this regard, different criteria might be effective for deciding on the cooperating cell cluster. Examples include a fixed configuration by the network operator or a dynamic adjustment of the set of cooperating cells based on measurements, such as measurements of the average interference level experienced from other cells. Upon reception of the resource allocation information from the other cooperating cells, the serving eNodeB is aware of the UEs that will transmit data in the cooperating cluster during the intended transmission interval of the UEs for which the link adaptation remains to be done. If the eNodeB has appropriate CSI of these interfering UEs, it can accurately predict the interference caused by them and take this to predicted interference level when determining the MCS that should be used for the UEs scheduled in the own cell. Afterwards, the actual scheduling grants including the MCSs determined based on the predicted interference are signaled to the involved UEs. This might be realized as depicted in Figure 1.

Please note that the proposed method does not necessarily require accurate CSI of all possible interferes. In many cases, a good performance may already be achieved if at least the channels of the dominant interferers are known, which actually might be easier to estimate. 
3 Performance Evaluation 
In this section, we investigate the E-UTRA uplink performance with the proposed interference prediction scheme by means of system-level simulations. The results are obtained using a proportional fair type scheduler. The simulations were performed for the 3GPP Macro case 1 and case 3, respectively, where the most important simulation parameters are listed in Table 1 in the Appendix.  If not stated otherwise, standard simulation parameters according to the 3GPP Macro case 1 and 3 according to [2] have been assumed. 
Figure 2 illustrates the fact that the link adaptation becomes more accurate with the proposed approach by showing the deviation between the MCS that would be optimal during the actual data transmission with the one that actually has been selected. As can be seen, with interference prediction the probability that the perfect MCS is selected is almost doubled compared to the conventional case and the deviations from the optimal MCS can be significantly reduced as well.
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Figure 2: Accuracy of the link adaptation process without and with interference prediction for the 3GPP Macro case 1. In the latter case, each eNodeB always receives scheduling information with 2 TTIs delay from all 6 sourrouding sectors.

Figures 3 and 4 show the performance that can be achieved with the proposed approach for the 3GPP Macro case 1 and case 3, respectively. Evaluations are performed for different cooperation clusters as well as the ideal case. 
The results show that significant performance gains can be achieved and that a cluster of 6 cooperating cells delivers already most of the potential performance gain reachable with the interference prediction method.
Figure 5 demonstrates how additional processing delay impacts the performance gain. Clearly, with 6 or 20 cooperating sectors, even with 10 TTIs delay still moderate performance gains can be realized.

If we assume as a simple approach to use just the DCI format 2 for the exchange of the resource allocation tables over the X2 interface, the backhaul traffic can be restricted to about 600 kbps per user. Further reduction of backhaul traffic may be possible if only the necessary information is transferred.
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Figure 3: System performance for the 3GPP Macro case 1 with interference prediction and various numbers of cooperating cells as well as perfect link adaptation, assuming an additional delay of 2 TTIs for exchanging the scheduling information.
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Figure 4: System performance for the 3GPP Macro case 3 with interference prediction and various numbers of cooperating cells as well as perfect link adaptation, assuming an additional delay of 2 TTIs for exchanging the scheduling information.
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Figure 5: Impact of the additional delay due to interference prediction on the system performance for the 3GPP Macro case 1 and two different cluster sizes.

4 Conclusion 
We have proposed a novel inter-site cooperation scheme for the E-UTRA uplink, aiming at facilitating accurate interference prediction for improving the accuracy of the link adaptation process. For that purpose, cooperating eNodeBs have to exchange future resource allocation tables, based on which then together with multi-cell channel estimation the interference situation to be expected during the actual data transmission may be accurately predicted.
It was shown that with the proposed cooperative link adaptation method the system fairness may be significantly improved while at the same time the overall UL capacity increases as well.

Compared to other UL multipoint reception techniques such as joint detection, the proposed scheduling cooperation requires much less backhaul capacity at comparable capacity improvement.

We propose to include the method in the TR36.814 as an UL scheduling coordination candidate feature for LTE-A.
5 Text Proposal
We propose to capture the following text in Section 8.2 of TR 36.814 [2]:

---------------------------------------------------Text proposal for TR36.814[2] --------------------------------------------------
8.2 Uplink coordinated multi-point reception
8.2.1 Terminology and definitions 
Uplink coordinated multi-point reception implies dynamic coordination among multiple geographically separated transmission points. 
UL CoMP categories:

· Coordinated Scheduling: data is only received at the serving cell but user scheduling decisions are made with coordination among cells corresponding to the CoMP cooperating set, e.g. exchange of instantaneous resource allocation tables
· Joint Processing (JP): (tbd)

----------------------------------------------------------End proposal----------------------------------------------------------------
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Appendix A. Simulation parameters
Table 1 System simulation parameters

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 sites, 3 sectors per site

	Load
	Average 10 UE per sector

	Distance-dependent path loss
	L=I + 37.6log10(.R), R in kilometers

I=128.1 – 2GHz

	Lognormal Shadowing with shadowing standard deviation
	8 dB

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Channel model
	Spatial Channel Model (SCM)

	Antenna configuration
	1 (UE) ( 2 (Cell receiver)

	Bandwidth
	10MHz

	UE transmit power
	23dBm

	Carrier frequency
	2.0 GHz

	Inter-site distance
	500m [Macro 1] or 1732m [Macro 3]

	User speed
	3 km/h

	Scheduling
	Proportional fair

	Target BLER
	10%

	eNodeB receiver type
	Maximum ratio combiner (MRC)

	HARQ
	Synchronous, non adaptive

	Parallel HARQ processes
	8

	Traffic model
	Full buffer

	Channel estimation
	Ideal

	Control channel overhead
	Upper and lower 4 PRBs

	Reference signals overhead
	According to 3GPP TS 36.211 [1]

	Power control
	Open loop, P = min ( Pmax ,  10 log M + Po + α * PL)
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