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1. Introduction
In a companion contribution [1], the simulated downlink (DL) system performance with relays is presented using the latest agreed models for the access and in-band backhaul links. It is assumed that the “MBSFN method” is used to support backhaul traffic, whereby sub-frames configured as MBSFN sub-frames in the relay-cells are used for DL backhaul. In this contribution, the effect of biasing cell selection on the performance of the system with relays is studied. The results previously presented in [2] are updated here using the revised propagation models and evaluation methodology that were agreed on at the RAN1 #58 meeting [3].
2. In-Band Backhaul Modeling

Four models for the in-band backhaul link are considered. The first path loss model is that of non-optimized relay site planning with a single, omni-directional antenna set at the relay node (RN). We refer to this model as Backhaul A. The effect of optimized relay-site planning is modeled via a “bonus” of 5 dB to the path loss from each sector of the macro-site to relay-site and also an increased line-of-sight (LOS) probability. This model is referred to herein as Backhaul B. The next two models assume the presence of two antenna sets at the RN, an omni-directional antenna set for the relay-access links and a directional antenna set for the backhaul link, i.e., for receiving DL data from the eNB. The backhaul model with a directional antenna and non-optimized relay-site planning is called Backhaul C. Finally the model that combines a directional antenna with optimized relay-site planning is referred to as Backhaul D. We note that the propagation model for the direct access link (eNB→UE1) is also updated in [3] to include an LOS component
During normal, “access sub-frames”, no backhaul transmission takes place anywhere in the network. In this study, it is assumed that “backhaul sub-frames”, i.e., the sub-frames configured as MBSFN sub-frames in the relay cells, are used exclusively for backhaul traffic except when a macro-cell does not have any RNs, in which case the “backhaul sub-frames” are used to schedule traffic to UEs within that macro-cell to avoid wastage of resources.  More details on backhaul support can be found in [1].

3. Simulation Setup
A two-ring, 19-macro-cell, 3-sectored site hexagonal grid system layout is simulated with dual-port UE receiver operation and assuming TU channels using cell wrap-around for two systems, each operating in a 10-MHz bandwidth, corresponding to Deployment Scenario (DS) Case 1 and DS Case 3. 1425 UEs are randomly dropped with uniform spatial probability density over the entire 57-cell network. The relay deployment consists of dropping 228 relays randomly over the entire network with a uniform spatial distribution. Each RN is a single cell with its own scheduler, control channels, and an omnidirectional antenna for transmission and an omnidirectional antenna or a directional antenna (with a 3-dB beamwidth of 70 degrees), depending on the backhaul model, with no vertical pattern. More details of the simulation assumptions can be found in the appendix and in [1].

The four in-band (IB) backhaul models described in Section 2 are considered. The number of backhaul sub-frames per frame (SFpF) is 1, 2, 4, or 6. To simulate in-band backhaul, the scheduler of each RN is constrained to allocate resources to its UEs only when the amount of data that it has transferred to the UEs does not exceed the amount of data the RN has received from the donor eNB [1].
In [4], various techniques for performance improvement are considered. One of the techniques consists of boosting the relay reference signal (RS) power to bias cell-selection along with reducing the eNB transmit power. This technique is also studied in combination with control channel modeling in [5]. The power configuration (PC) is represented in the following as [X1,X2] where X1 and X2 (in dB) represent the relay RS power boost and eNB power boost (a power reduction is therefore represented as a negative quantity in the following).
4. Simulation Results
Table 1 and Table 2 show the detailed throughput performance for System 1 and System 2, respectively. In each table, the first row of results corresponds to the baseline scenario with no relays. The second row shows the results obtained with out-of-band (OOB) backhaul, where the backhaul link is assumed to be ideal with unlimited capacity. Each subsequent set of four rows—the four rows correspond to the four backhaul models—provides results for a different scenario, as labeled in the first column. For each result metric, values are tabulated for the reference PC [0,0] (also provided in [1]) along with PCs [3,-3], [3,-6], and [6,-3].
Table 1. Throughput Results for DS Case 1
	Scenario
	Backhaul model with relays
	Average macro-cell throughput per sector (Mbps)
	Average relay throughput per sector (Mbps)
	Average aggregate throughput per sector (Mbps)
	5th percentile UE throughput (kbps)

	
	
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]

	No relays
	N/A
	31.026
	N/A
	31.026
	223.57

	OOB Backhaul
	Ideal
	29.920
	29.363
	28.079
	29.890
	55.603
	63.101
	71.265
	60.957
	85.523
	92.464
	99.344
	90.847
	315.77
	409.61
	455.83
	458.78

	Relays with 1  IB backhaul SFpF
	Backhaul A
	29.733
	29.669
	29.506
	29.739
	2.297
	2.669
	2.850
	2.835
	32.030
	32.338
	32.356
	32.574
	33.89
	12.95
	12.95
	13.04

	
	Backhaul B
	29.657
	29.616
	29.482
	29.697
	2.738
	3.054
	3.208
	3.195
	32.396
	32.670
	32.690
	32.892
	55.83
	24.51
	17.57
	15.75

	
	Backhaul C
	29.652
	29.639
	29.478
	29.723
	2.847
	3.130
	3.296
	3.284
	32.499
	32.769
	32.774
	33.007
	67.01
	28.26
	21.14
	19.27

	
	Backhaul D
	29.634
	29.631
	29.486
	29.712
	3.022
	3.284
	3.433
	3.422
	32.656
	32.916
	32.919
	33.134
	75.90
	33.07
	24.97
	21.96

	Relays with 2  IB backhaul SFpF
	Backhaul A
	26.073
	25.776
	25.397
	25.932
	4.853
	5.611
	6.007
	5.827
	30.926
	31.386
	31.403
	31.758
	56.24
	21.21
	14.68
	13.60

	
	Backhaul B
	25.959
	25.671
	25.290
	25.820
	5.722
	6.355
	6.701
	6.531
	31.681
	32.026
	31.991
	32.351
	96.92
	39.59
	29.04
	25.76

	
	Backhaul C
	25.943
	25.700
	25.294
	25.826
	5.918
	6.481
	6.846
	6.681
	31.861
	32.181
	32.140
	32.508
	113.38
	49.07
	36.90
	32.82

	
	Backhaul D
	25.915
	25.670
	25.300
	25.821
	6.266
	6.790
	7.106
	6.955
	32.181
	32.460
	32.406
	32.776
	129.50
	53.87
	42.70
	39.31

	Relays with 4  IB backhaul SFpF
	Backhaul A
	20.001
	19.563
	19.154
	19.739
	9.458
	10.699
	11.454
	10.671
	29.459
	30.261
	30.607
	30.409
	100.76
	41.57
	29.50
	26.49

	
	Backhaul B
	19.880
	19.441
	19.020
	19.625
	11.153
	12.220
	12.895
	12.113
	31.033
	31.661
	31.915
	31.738
	136.22
	73.25
	53.40
	49.79

	
	Backhaul C
	19.878
	19.456
	19.046
	19.641
	11.531
	12.500
	13.160
	12.413
	31.409
	31.956
	32.206
	32.054
	151.89
	89.42
	67.54
	60.12

	
	Backhaul D
	19.832
	19.427
	19.014
	19.603
	12.204
	13.093
	13.702
	12.995
	32.036
	32.520
	32.716
	32.598
	156.11
	98.87
	78.75
	73.07

	Relays with 8  IB backhaul SFpF
	Backhaul A
	13.638
	13.083
	12.679
	13.214
	12.981
	14.364
	15.347
	14.034
	26.619
	27.447
	28.026
	27.248
	97.62
	62.02
	44.40
	41.10

	
	Backhaul B
	13.549
	12.979
	12.568
	13.125
	15.363
	16.496
	17.394
	16.050
	28.912
	29.475
	29.962
	29.174
	114.66
	94.55
	77.87
	72.65

	
	Backhaul C
	13.546
	12.975
	12.582
	13.129
	15.946
	17.020
	17.870
	16.587
	29.492
	29.995
	30.453
	29.716
	119.27
	109.49
	92.05
	87.53

	
	Backhaul D
	13.512
	12.962
	12.554
	13.098
	16.924
	17.847
	18.670
	17.402
	30.436
	30.809
	31.223
	30.500
	120.72
	115.73
	101.06
	98.11


From Table 1, it is observed that biasing cell selection by coverage boosting improves sector throughput performance in all cases for System 1. In the case of OOB backhaul, both sector throughput and 5th percentile throughput are best with PC [3,-6], which yields a sector throughput improvement of ~16%. In the case of IB backhaul, the performance trend with increasing number of backhaul SFpF is generally similar to the reference PC [0,0] with some exceptions. Thus, the best sector throughput is achieved with one backhaul SFpF after which performance is degraded except for Backhaul D using PCs [3,-3] and [3,-6]. In the best case, the relative performance gain over the reference PC ranges from ~1.5% to ~1.7% for the various backhaul models. Although PC [6,-3] exhibits the best performance with Backhaul D (~1.5% gain over the reference PC), PC [3,-6] is less sensitive to over-provisioning for backhaul and yields the best performance with six backhaul SFpF. Relative to the reference PC [0,0], all PCs result in a various degrees of degradation in 5th percentile throughput performance, the degradation progressively increasing for the listed order of PCs. The reason is the degraded signal-to-interference-plus-noise ratio (SINR) experienced by cell-edge UEs.  However, unlike in the reference PC, the 5th percentile throughput progressively improves with increasing number of backhaul SFpF as a result of relay-cell-edge UEs benefiting from the increasing backhaul capacity. Therefore, it is likely to further increase with more than six backhaul SFpF. These observations are substantially similar to what was observed with the old models in [2].
The results of Table 2 indicate that PC [3,-6] yields the best sector throughput whereas PC [6,-3] yields the best 5th percentile throughput with OOB backhaul in System 2. In the case of IB backhaul, PC [6,-3] yields the best sector throughput performance for Backhaul A (with one backhaul SFpF), PC [3,-6] yields the best sector throughput performance for Backhaul B and Backhaul C (with four backhaul SFpF), and [3,-3] yields the best sector throughput performance for Backhaul D (with six backhaul SFpF). The performance gain over the reference PC [0,0] ranges from ~1.2% to ~1.7% for the various backhaul models. With fewer backhaul SFpF, PC [6,-3] yields the best performance among all PCs and PC [3,-6] yields a loss. The 5th percentile throughput with the various PCs is again degraded relative to the reference PC and PC [3,-3] is best among them. However, the 5th percentile throughput temporarily increases with the number of backhaul SFpF before dropping, similar to what is observed with the reference PC. Thus, the 5th percentile throughput is determined mainly by relay-cell-edge UEs with a small number of backhaul SFpF and is improved with increasing backhaul capacity.  With a large number of backhaul SFpF, the 5th percentile throughput is determined mainly by the macro-cell-edge UEs, which suffer from a loss of capacity. Some differences are observed with respect to the optimum PC for best sector throughput performance relative to the old model [2], but the observations with respect to the 5th percentile throughput performance are the same.
Table 2. Throughput Results for DS Case 3
	Scenario
	Backhaul model with relays
	Average macro-cell throughput per sector (Mbps)
	Average relay throughput per sector (Mbps)
	Average aggregate throughput per sector (Mbps)
	5th percentile UE throughput (kbps)

	
	
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]

	No relays
	N/A
	30.153
	N/A
	30.153
	185.42

	OOB Backhaul
	Ideal
	30.659
	30.255
	29.382
	30.754
	44.783
	52.942
	60.128
	51.588
	75.442
	83.197
	89.510
	82.343
	248.38
	266.32
	251.26
	293.76

	Relays with 1  IB backhaul SFpF
	Backhaul A
	28.858
	28.572
	27.982
	28.817
	2.053
	2.436
	2.621
	2.613
	30.911
	31.009
	30.603
	31.430
	131.70
	55.63
	36.36
	31.34

	
	Backhaul B
	28.786
	28.494
	27.909
	28.743
	3.079
	3.454
	3.587
	3.574
	31.865
	31.948
	31.496
	32.317
	173.99
	111.09
	75.17
	68.23

	
	Backhaul C
	28.783
	28.486
	27.907
	28.756
	3.161
	3.561
	3.695
	3.681
	31.944
	32.047
	31.602
	32.438
	172.43
	106.35
	70.37
	64.79

	
	Backhaul D
	28.748
	28.470
	27.884
	28.723
	3.719
	4.110
	4.212
	4.199
	32.467
	32.580
	32.096
	32.921
	182.08
	132.22
	90.61
	87.57

	Relays with 2  IB backhaul SFpF
	Backhaul A
	25.879
	25.420
	24.767
	25.611
	4.296
	5.089
	5.501
	5.321
	30.175
	30.509
	30.268
	30.932
	153.21
	90.62
	56.45
	52.72

	
	Backhaul B
	25.756
	25.306
	24.669
	25.517
	6.348
	7.049
	7.361
	7.164
	32.104
	32.355
	32.030
	32.681
	182.65
	144.34
	108.16
	104.01

	
	Backhaul C
	25.762
	25.295
	24.673
	25.526
	6.490
	7.271
	7.598
	7.398
	32.252
	32.566
	32.271
	32.923
	179.70
	141.24
	102.24
	100.59

	
	Backhaul D
	25.725
	25.270
	24.653
	25.503
	7.593
	8.296
	8.574
	8.368
	33.318
	33.566
	33.227
	33.871
	186.52
	155.62
	121.15
	127.53

	Relays with 4  IB backhaul SFpF
	Backhaul A
	20.297
	19.588
	18.962
	19.654
	8.280
	9.569
	10.350
	9.641
	28.577
	29.157
	29.311
	29.295
	143.25
	114.95
	88.98
	91.00

	
	Backhaul B
	20.179
	19.459
	18.850
	19.539
	12.139
	13.235
	13.892
	13.129
	32.317
	32.695
	32.742
	32.667
	154.11
	139.29
	120.66
	128.80

	
	Backhaul C
	20.170
	19.460
	18.852
	19.550
	12.514
	13.617
	14.345
	13.549
	32.684
	33.077
	33.197
	33.099
	151.02
	137.85
	118.29
	127.46

	
	Backhaul D
	20.126
	19.420
	18.819
	19.513
	14.561
	15.609
	16.261
	15.458
	34.686
	35.030
	35.080
	34.971
	150.28
	143.19
	124.04
	138.51

	Relays with 8  IB backhaul SFpF
	Backhaul A
	14.374
	13.411
	12.764
	13.275
	11.496
	12.968
	14.012
	12.889
	25.870
	26.378
	26.776
	26.163
	100.16
	90.36
	76.77
	85.87

	
	Backhaul B
	14.279
	13.313
	12.675
	13.192
	16.728
	17.948
	18.907
	17.581
	31.007
	31.261
	31.583
	30.773
	99.22
	100.02
	91.63
	101.71

	
	Backhaul C
	14.276
	13.307
	12.688
	13.188
	16.959
	18.250
	19.236
	17.929
	31.235
	31.558
	31.924
	31.117
	99.59
	98.06
	90.27
	100.44

	
	Backhaul D
	14.238
	13.274
	12.659
	13.172
	19.322
	20.676
	21.656
	20.261
	33.560
	33.950
	34.315
	33.433
	99.08
	100.09
	91.27
	103.51


5. Conclusions

In LTE-advanced networks with relays, increasing relay RS signal power and reducing eNB power biases cell selection towards relays. Doing this slightly improves sector throughput due to relays, with the extent of improvement depending on the power configuration (PC) [X1,X2] where X1 and X2 (in dB) represent the relay RS power boost and eNB power boost (i.e., negative values correspond to a power de-boost) .
· The best-case sector throughput gain over the reference PC with biasing of cell selection ranges from ~1.5% to ~1.7% for the different backhaul models in DS Case 1 and from ~1.2% to ~1.7% in DS Case 3. These gains are slightly different from those observed in [2].
· The 5th percentile throughput is degraded with cell selection biasing relative to the reference PC.in both DS Case 1 and DS Case 3 because of degraded SINR.

· Due to limitations in backhaul performance, the full benefits of biasing cell selection are not realized.

· The optimum number of backhaul SFpF can be different for obtaining peak sector throughput performance and peak 5th percentile throughput performance. Furthermore, the optimum number changes with the new link models when compared with [2].
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Appendix: Simulation Assumptions

	Parameter
	Assumption/Value

	Cellular layout
	Hexagonal grid, 19 macro eNB cell sites, 3 cells per site, wrapped‑around

	Relay layout
	228 relay cells, not wrapped‑around (relays dropped randomly with uniform distribution) – i.e., 4 cells per macro eNB cell 

	Inter-site distance (ISD)
	System 1
	500 m (DS Case 1)

	
	System 2
	1732 m (DS Case 3)

	Distance-dependent path loss for eNB(UE1
	PLLOS(R)=103.4+24.2log10(R), R in kilometers
PLNLOS(R)= 131.1+42.8log10(R), R in kilometers
Prob(R)=min(0.018/R,1)*(1-exp(-R/0.063))+exp(-R/0.063) , R in kilometers (DS Case 1)
Prob(R)=exp(-(R-0.01)/1.0) , R in kilometers (DS Case 3)

	Distance-dependent path loss for eNB(relay
	PLLOS(R)=100.7+23.5log10(R), R in kilometers
PLNLOS(R)= 125.2+36.3log10(R)-B, R in kilometers
Prob(R)=min(0.018/R,1)*(1-exp(-R/0.072))+exp(-R/0.072), R in kilometers (DS Case 1)
Prob(R)=exp(-(R-0.01)/1.15) , R in kilometers (DS Case 3)
Bonus for donor macro (from each of its sectors) to relay for optimized deployment, B=5dB; otherwise, for non-donor cell and non-optimized deployment, B=0dB
LOS probability is 1-(1-Prob(R))^N  where N=3 for donor macro (from each of its sectors) to relay, otherwise, for non-donor cell and non optimized deployment N=1.

	Distance-dependent path loss for RN(UE2
	PLLOS(R)=103.8+20.9log10(R), R in kilometers
PLNLOS(R)=145.4+37.5log10(R), R in kilometers

Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03)), R in kilometers (DS case 1)

Prob(R)=0.5-min(0.5,3exp(-0.3/R))+min(0.5, 3exp(-R/0.095)), R in kilometers (DS case 3)

	Lognormal Shadowing 
	As modeled in UMTS 30.03, B 1.4.1.4

	Shadowing standard deviation: macro to UE
	8 dB

	Shadowing standard deviation: macro to relay
	6 dB

	Shadowing standard deviation: relay to UE
	10 dB

	Correlation distance of Shadowing
	50 m

	Shadowing correlation
	Between sites
	0.5

	
	Between cells per site
	1.0

	Penetration loss from macro to UE
	20 dB

	Penetration loss from macro to relay
	0 dB

	Penetration loss from relay to UE
	20 dB

	Carrier frequency
	2 GHz

	Bandwidth
	10 MHz

	Subcarrier spacing
	15 kHz

	Resource block size
	180 kHz (12 subcarriers)

	Subframe duration
	1.0 ms

	Number of OFDM symbols per subframe
	14 (11 used for data, 2 for control (n=2), 1 for RS overhead)

	Channel model
	Typical Urban (TU) used for PDSCH 

	UE deployment
	1425 UEs over 57 cells (uniform random spatial distribution over the network) – i.e., 25 per donor cell

	Minimum distance between UE and BS
	35 m

	Minimum distance between relays
	System 1
	350 m

	
	System 2
	70 m

	Frequency reuse factor
	1

	Hybrid ARQ scheme
	IR , Chase combining (asynchronous) (2/3<MCS<4.8), 16 levels

	Hybrid ARQ round trip delay
	8 subframes (8 ms)

	Thermal noise density
	-174 dBm/Hz

	Antenna pattern for macro eNBs to UEs (horizontal)
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 = 70 degrees, Am = 25 dB (70 degree horizontal beamwidth)

	Antenna pattern for relays to UEs (horizontal)
	Omni-directional
	0 dB for all directions

	
	Directional
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 = 70 degrees, Am = 20 dB (70 degree horizontal beamwidth)

	Antenna pattern for macro eNBs to UEs (vertical)
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 = 10 degrees, SLAv = 20 dB

	Antenna pattern for relays to UEs (vertical)
	0 dB for all directions

	Antenna down-tilt for macro eNB
	System 1
	15 degrees

	
	System 2
	7 degrees

	Total macro BS TX power
	40 watts, 46 dBm 

	Total relay TX power
	1 watt, 30 dBm

	BS antenna gain (incl. cable loss)
	14 dBi 

	Relay antenna gain (incl. cable loss)
	Rx/Tx with eNB
	5 dBi

	
	RxTx with UE2
	7 dBi

	UE antenna gain
	0 dBi

	BS and relay transmitter to UEs
	2 antennas

	Relay receiver
	2 antennas

	UE receiver
	2 antennas

	UE speed
	3 km/h

	Relay noise figure
	5 dB

	UE noise figure
	9 dB

	CQI feedback delay
	2 ms

	CQI subband size
	180 kHz (12 subcarriers)

	CQI feedback cycle
	2 ms

	Traffic type
	Full buffer

	Scheduler
	Time and frequency selective Proportional Fair scheduler

	Control channel model
	Ideal

	Link to system level interface
	MMIB (PDSCH)

	UE Channel Estimation
	Non-ideal

	Simulation drops
	3
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