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1 Introduction 
Coodinated Multi-Point Transmission (CoMP) is considered to be an important technique for achieving the 
performance requirements of LTE-Advanced [6]. In this context, a procedure for transmit power and beam coordination 
between interfering eNBs is described in [2]. This procedure can be used over the backhaul if a reliable and fast X2 
interface is available. Alternatively, for cases where an X2 interface may not be available or for cases where the X2 
interface latency may be unpredictable or excessive, the coordination can be carried out over-the-air as described in [2]. 
Coordinated transmission between interfering HeNBs is particularly important in heterogeneous deployments, where 
different HeNBs have very different transmit powers or support Closed Subscriber Groups [1,3]. Moreover, only a few 
UEs will typically be associated with a single Home HeNB (HeNB) – this allows for only a limited amount of statistical 
multiplexing to ensure that resources negotiated on a slow time scale between neighbouring cells are fully utilized.  

In this contribution, we present simulation results characterizing user performance for a HeNB deployment when some 
cells have full-buffer traffic while others carry delay-sensitive traffic with random arrivals.The results demonstrate the 
advantage of fast interference coordination, and supplement the results for non-full buffer traffic presented in [7]. We 
restrict ourselves to Cooperative Silencing (CS) or transmit power coordination in these simulations.  

We focus only on the downlink in this contribution. Also, note that we do not consider coordination of spatial beams. In 
this case, the Channel Direction Information (CDI) contained in the Spatial Feedback Information (SFI) report, 
described in [2], is not utilized by the receiving eNB; transmit power coordination will be based on utility metrics 
contained in the SFI report. Further performance improvements could be obtained by making use of the CDI 
information in the SFI report; these will be explored in future contributions.  

2 System Model 
2.1 Deployment and Channel Model  
We consider a 5x5 cluster of apartments. Each apartment is populated with a HeNB with probability p. If an apartment 
is populated with a HeNB, a single UE is associated with it. Both the HeNB and the UE are dropped uniformly at 
random in the apartment. Path loss and lognormal shadowing are modelled, but not fast fading. More details about the 
deployment model can be found in [3]. For a given signal to interference and noise ratio, the resulting spectral 
efficiency is given by capacity curves obtained using [4].  Perfect rate prediction and rate granularity are assumed.   

2.2 Traffic Model 
For QoS users, we use the traffic model in [5]. The traffic model is such that there can be at most one packet in the 
buffer at an HeNB that has to be transmitted to the associated UE. Once a packet completes transmission, the next 
packet arrives after a time interval equal to an exponentially distributed random variable, with a mean specified in Table 
1. Note that this model ensures stability of the queues at each HeNB.  

2.3 SFI Transmission 
Spatial Feedback Information (SFI) reports are sent by each HeNB to all other HeNBs in the cluster, possibly through 
UEs which it serves.  Such reports may contain information about the buffer state (e.g., a function of queue length, 
packet delay, priority) and the SINR (with some nominal interference) on the link from the HeNB to its associated UE. 



2/8 

As mentioned earlier, an SFI report would typically also contain CDI information; this information is ignored by the 
receiving eNB for the purposes of this contribution. On receiving such reports, a HeNB determines transmission 
attributes (e.g. power, sub-bands to use etc.) to its associated UE based on both the channel and buffer state 
corresponding to its own transmissions relative to the channel and buffer state contained in the received SFIs. In order 
to compute the transmission attributes, a HeNB may use information it can infer about the channel gain from it to a non-
associated UE; such information can be obtained either using reference signals and associated measurement reports, 
through the contents of the SFI or an appropriate scaling of SFI power when sent over-the-air. The exchange of this 
information helps prioritize the different transmissions across the HeNB cluster, mitigate interference and achieve the 
desired tradeoff between QoS and efficiency. Resource allocation algorithms based on such information are outlined in 
Section 3.  

In this contribution, we model the delay from the transmission of a SFI from a HeNB to the time when such information 
is available at the other HeNBs which are the intended recipients of the SFI. Such a delay can be incurred when the SFIs 
are transmitted over the backhaul X2 interface, or to convey the desired information using over-the-air (OTA) signalling 
as described in [2]. 

3 Resource Allocation Algorithms 
The following resource allocation schemes are studied in terms of their ability to efficiently mitigate interference while 
meeting QoS requirements: 

1. Reuse One: Each HeNB transmits to its associated UE over the entire bandwidth if it has enough data in the 
buffer for that UE. In case the buffer has less data than that can be transmitted over the entire bandwidth, the 
HeNB randomly selects sub-bands to transmit on.  

2. Spatial Feedback Information (SFI) with K subframe delay: During each sub-frame (1 ms), an HeNB sends an 
SFI (possibly through its associated UE in the OTA scheme) to interfering HeNBs in the cluster. The SFI 
indicates the priority of the HeNB sending the SFI (based on delays of packets in the buffer and past achieved 
data rate) and the spectral efficiency impact of the interference caused by the receiving HeNB. If the SFIs are 
received by the HeNBs (SFI recipients) after a delay of K subframes, then at time t+K all SFIs transmitted at 
time t are resolved. Note that even though an HeNB has access to its own buffer state at current time t+K, it 
uses only its buffer state at time t to prioritize – this helps achieve consensus by ensuring that all contending 
HeNBs use the same information to determine their actions1

a. At time (t+K) an HeNB only transmits over enough resources which it can utilize even though it may 
have contended for more resources in the SFI it sent at time t.  

.  However, the following two simple 
optimizations are made: 

b. At time (t+K) an HeNB can use its preferred sub-band (based on the colouring algorithm in [7]) if its 
buffer is non-empty and it hears no SFIs at time t+K (sent at time t) contending for that sub-band.  

At time (t+K) each HeNB uses the incoming SFIs to determine an increase in the utility metric for its own 
transmission (at full power) versus an increase in the utility metric for transmissions with which it is 
interfering (if it remains silent).The HeNB then makes a decision to transmit at full power (can be 
generalized to other power levels) only if the increase in its own utility metric is higher than the loss caused 
to the utility metric for other HeNBs that sent a SFI at time t.2

3. Genie SFI with K subframe delay: For the case of large subframe delays, the above algorithm results in many 
SFIs being sent while the first one still has not been received. If the buffer at the sending HeNB is relatively 
small, the amount of bandwidth reserved by that HeNB will be substantially larger than the amount of 

  

The choice of the metric is a tradeoff between fairness and high spectral efficiency. We use a metric of 
packet delay*expected rate for bursty traffic and expected rate/(average rate) for full-buffer traffic.Using 
packet delays or average rate helps achieve fairness, while the expected rate component tries to ensure high 
spectral efficiency. We would like to emphasize that many such metrics can be used in the SFI framework, 
thus resulting in different flavours of SFI algorithms. For example, the fairness component can alternatively 
be based on other functions of  packet delays, queue length, or average rate in the past.  

                                                           

1 Lack of consensus can mean that different HeNBs react to different (partial) system states – this can lead to uncoordinated transmissions and hence, 
either low utilization of the spectral resources or high interference.  

2 This computation is motivated by iterative algorithms which can be shown to stabilize queues and optimize delay performance; similar iterations 
can be designed to maximize utilities of average user rates as well.  
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bandwidth needed to transmit its buffer. This can result in some amount of unused bandwidth in the network. 
In order to remove the effect of this inefficiency, for the case of large SFI delay, we show results assuming that 
the HeNB receiving the SFI is aware of whether or not the HeNB sending the SFI has a non-empty buffer. If 
the buffer is empty, the receiving HeNB ignores the SFI that was received corresponding to that sub-frame. 
These results should be treated as an upper bound on the performance of the large delay SFI case. Realistic 
techniques to limit the amount of unused bandwidth will be explored in future contributions.  

 

4    Numerical Results: Mix of QoS and Full-Buffer Traffic 
4.1  Modelling Assumptions 
The numerical results were generated using the System Model described above. The system parameters are summarized 
in the Table 1 below.  

Table 1: Simulation Parameters 

Parameter Value 

Bandwidth 10MHz 

Apt Size 10 m by 10 m 

Noise PSD -174 dBm/Hz 

Noise Figure 5dB 

Max. HeNB power 100 mW 

Num Tx Antennas 2 

Num Rx Antennas 2 

Shadowing Std. Deviation 10 dB 

Packet Size for QoS Traffic 16.25 KB 

Min. Per Antenna C/I for data transmission -10 dB 

 

We consider a mix of delay sensitive (QoS) flows and full-buffer flows in our simulations. Again, one UE is associated 
with each cell – each UE has only one flow which is either delay-sensitive or full-buffer. For full-buffer flows the user 
performance is dependent on the average rate. In particular, we assume a log utility function (corresponding to 
proportional fair) for full-buffer flows.  

We plot the delay CDF for QoS flows and the rate CDF for full-buffer flows. The results are plotted for reuse one, 
SFI:8ms, SFI:100ms, and SFI:100 ms genie schemes. For the SFI schemes, the QoS flows have strict priority over full-
buffer flows – this is optimal in the absence of fading, since channel sensitive scheduling in the time dimension is not 
needed. This buffer empty/non-empty information for the genie scheme is made available with a delay of 8ms to make 
the comparison with SFI:8ms scheme fair.  
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4.2 Results 
We show a small set of representative results to illustrate the underlying dynamics of all the algorithms. Similar trends 
hold for a wide range of HeNB penetration, packet sizes, and traffic mixes. The results for 50% penetration are shown 
in Figs. 1 and 2 below. Results for 20% and 70% penetration are in the Appendix.  

 

(a) Delay CDF for QoS 

 

(b) Rate CDF for full-buffer

 

Figure 1: 50% penetration, 25% full buffer 

 

 

(a) Delay CDF for QoS 
 

(b) Rate CDF for full-buffer
 

 Figure 2: 50% penetration, 50% full buffer 

 

From the above figures, reuse-one is clearly not a feasible scheme due to high interference seen by the receivers of 
certain links. Reuse-one results in large outages as noted in the table below.  

 

Table 2: Total outage (full buffer and QoS) for reuse one for six different scenarios. 

Scenario Total outage for reuse one 

20% penetration, 25% full buffer 5% 
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20% penetration, 50% full buffer 8% 

50% penetration, 25% full buffer 11% 

50% penetration, 50% full buffer 22% 

70% penetration, 25% full buffer 19% 

70% penetration, 50% full buffer 37% 

 

We make specific observations for QoS users and full-buffer users for different schemes below. 

4.2.1   Delay Performance for QoS Users 
The following observations can be made: 

1. The delay performance for QoS users for all the three interference coordination schemes is dominated by the 
time to access the medium. For example, the SFI:8ms scheme performs very well because packets need to wait 
for only 8 ms before being allocated resources. For the SFI:100ms and SFI:100ms genie schemes, some 
packets can be transmitted with a delay less than 100 ms; this is because a cell can use its preferred band 
(allocated by colouring as described in [7]) if no other QoS users contend for it. However, for many users, the 
performance is still dominated by the time to access.  

2. The SFI:100ms genie scheme performs better than SFI:100ms scheme for a fraction of users. The genie 
scheme prevents users from backing off to SFI messages when the SFI transmitter has an empty buffer, and 
hence results in more efficient use of spectral resources. (Note that this unnecessary backing off is more of a 
concern for SFI:100ms than for SFI:8ms because the buffer state available at the SFI receivers is much more 
stale.) 

3. Reuse-one can lead to a significant percentage of QoS users to be in outage because (a) there is no interference 
management, and (b) QoS users cannot be given higher priority than full-buffer users. The percentage of users 
in outage increases when either the percentage of full-buffer users is increased or the penetration rate is 
increased.  

4.2.2   Rate CDF for Full-Buffer Users 
We can make the following observations: 

1. All SFI schemes result in a more fair resource allocation for full-buffer users compared to reuse one. For reuse 
one, some full-buffer users can be in outage. 

2. The performance of SFI:100ms can be significantly worse than that for SFI:8ms and SFI:100ms genie; this is 
especially true when the QoS load is high. This is because QoS users have strict priority over full-buffer users, 
and for SFI:100ms, full buffer users may back off even when the (QoS) SFI transmitter has no packets to send.  

5    Conclusions 
The SFI8ms scheme outperforms the SFI:100ms and reuse one scheme in most regimes; thus it is robust across different 
penetrations, loads, and traffic mixes. We can make the following two broad conclusions from the study:  

1. Enabling dynamic interference management and scheduling across HeNBs can help significantly improve 
system efficiency and ensure fairness – the fairness criterion can be changed to easily tune system behaviour. 
In particular, lack of interference management can lead to outage of latency-sensitive flows in the presence of 
strong interference from loaded cells. Coordination is needed even for fairness between different full-buffer 
users and to prevent outage. 
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2. Reducing the latency incurred in the exchange of SFI reports for dynamic coordination can lead to significant 
performance benefits. This is especially true for flows with relatively small packets which need to be delivered 
quickly in the presence of strong interference.  

Similar trends were observed in [7], where significant latency reduction was observed through dynamic interference 
coordination  when a bursty traffic profile was used in all cells. Based on these observations, we propose that RAN1 
further investigate dynamic coordination techniques across interfering eNBs. Moreover, since low-latency coordination 
between interfering eNBs is seen to provide significant performance benefits, investigation of fast coordination schemes 
(over X2 or over-the-air) is worth pursuing.  
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Appendix 

 

(a) Delay CDF for QoS 
 

(b) Rate CDF for full-buffer
 

 

Figure 3: 20% penetration, 25% full buffer 
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(a) Delay CDF for QoS 
 

(b) Rate CDF for full-buffer
 

 

Figure 4: 20% penetration, 50% full buffer 

 

 

(a) Delay CDF for QoS 

 

(b) Rate CDF for full-buffer 

     Figure 5: 70% penetration, 25% full buffer 
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(a) Delay CDF for QoS 

 

 

 

(b)Rate CDF for full-buffer 

 

 

     Figure 6: 70% penetration, 50% full buffer 
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