
3GPP TSG RAN WG1 #56 
               R1-090622
Athens, Greece, February 9 – 13, 2009
Agenda item:
12.5
Source: 
Samsung
Title: 
Performance Evaluation of Layer 3 relays
Document for:
Discussion and decision

1 Introduction
One of the key features for LTE advanced (LTE-A) is support of relaying functionalities, which are expected to improve the coverage of high data rates, group mobility, temporary network deployment, the cell-edge throughput and/or to provide coverage in new areas [1]. In this contribution, we present DL system level performance for the cases that L3 relays are deployed in the cells. In the evaluations, we utilized the LTE Rel.-8 DL structures and adopted the agreed RAN1 simulation assumptions given in [2]. The impact of eNB-to-RN backhaul link quality onto the system performance is shown as well. 
2 Simulation Assumptions
Backhaul subframe: As illustrated in Figure 1, we assume TD relaying and the 3rd subframe in every radio frame is solely used for the backhauling from the donor eNB to the RN in the evaluations and no signal destined for UEs is transmitted. The DL control region is assumed to have a span of 3 OFDM symbols in all subframes.
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Figure 1. DL subframe allocation to eNB-to-RN link

RN layout: One RN per cell is placed at the cell boundary as shown in Figure 2. That is, 57 cells and 57 RNs in total are included in the simulations. Ten UEs are uniformly dropped and the location of RN does not change depending on the UE distribution. A UE can be connected to either an eNB or an RN, which provides the highest SINR. 
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Figure 2. Layout of RN and eNB

Traffic model: The full buffer traffic model is assumed. But, this assumption may not be so valid for RNs. Even in cases that the eNB has an infinite amount of data to transmit, the buffer at the RN cannot be kept full all the time due to limitation in the eNB-to-RN backhaul link. Since the RN buffer will be filled with successfully received data, the average buffer status of the RN depends on the capacity of the eNB-to-RN link.
Most of other simulation assumptions follow the evaluation methodology [3] and are summarized in Table 1 below.
Table 1. Simulation parameters

	Parameter
	Assumption

	Simulation case
	3GPP case 1 (CF: 2GHz, ISD: 500m, FDD 10MHz)

	Antenna pattern (horizontal)
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	Channel model
	Typical Urban (TU) channel model

	Total eNB TX power (Ptotal)
	46 dBm

	Total RN TX power
	30dBm 

	# RN per macro-cell
	1

	Distance-dependent path loss from new nodes to UE
	eNB-to-RN: 
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	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.41.4 [ETSI TR 101 112]

	Shadowing standard deviation
	eNB-to-RN: 6 dB
RN-to-UE: 10 dB

	Shadowing correlation
	Between cells: 0.5

	Penetration Loss
	eNB-to-RN: 0 dB

RN-to-UE: 20 dB
eNB-to-UE: 20dB

	Antenna pattern  (horizontal)
	eNB-to-RN: 
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 dB without antenna down-tilt

	UE speeds of interest
	3 km/h

	Minimum distance
	between eNB and UE: >=35m
between RN and UE: >=35m

	Doppler of eNB-to-RN link
	0 Hz (AWGN channel)

	Inter-cell Interference Modelling
	Explicit modelling

	Antenna configuration
	1 tx × 2 rx antenna ports

	Antenna gain
	eNB: 20dBi
RN: 5dBi


3 Results and discussion
We evaluated the system performance for different SINRs of eNB-to-RN link quality to observe the impact of eNB-to-RN link quality to the overall performance. We observe that the eNB-to-RN link should be sufficiently reliable to achieve larger system throughput than the case without RNs. According to the results shown in Table 2, in cases of 3 dB and 9 dB SINR for the eNB-to-relay link, the relay deployment gives rather less throughput. One of the reasons may be because even in cases a UE attached to a RN experiences good channel quality for the link from the RN, the RN can have insufficient amount of data to transmit to the UE in the buffer. The improvements in cell throughput and cell-edge user throughput are seen only in case of 17 dB. The simulation results confirm that sufficiently reliable eNB-to-RN link should be guaranteed for the relay to provide improvement in system throughput for the RN configuration shown in Figure 1.
Table 2. Simulation results

	
	No RN
	One RN per cell

	SINR of the eNB-to-RN link (dB)
	N/A
	3
	9
	17

	Average cell throughput (bps/Hz)
	0.8124
	0.7564
	0.7913
	0.8634

	Average user throughput (bps/Hz/user)
	0.08124
	0.07564
	0.07913
	0.08634

	5%-tile cell edge throughput (bps/Hz/user)
	0.0290
	0.0100
	0.0180
	0.0380


4 Conclusion

This contribution presented the DL system level performance for the case with L3 relays. The results show that depending on the quality of the backhaul link from the eNB to RNs, the adoption of L3 relay can happen to degrade the system performance in terms of both cell throughput and cell edge user throughput compared to the case without RNs, unless the eNB-to-RN link is sufficiently reliable. In the contribution, we have only considered the cases that RNs are located on the cell boundary. In order to get further insight on the system throughput improvement due to the introduction of L3 relays, evaluations for other cases of L3 RN placement and backhaul subframe allocations seem to be useful and needed.
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